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Abstract

The evolution of telecommunications networks from hardware-driven infrastructure to cloud- native
architectures has fundamentally changed the security landscape. Traditional perimeter- baseddefense
modelsno longer suffice in a5GandTelcoCloudenvironmentwhereworkloads, APIs, and network
functions are distributed across physical, virtual, and cloud-native domains.

ZeroTrustArchitecture (ZTA)—based on theprincipleof“never trust, always verify”—has emerged as
a foundational approach for securingmodern telconetworks. This paper explores the key concepts of
Zero Trust in the context of 5G and TelcoCloud, outlines common
implementationchallenges, andprovides practical strategies for integratingZTAinto existing
OpenShift-orKubernetes-based environments.Real-worldexamples fromnetwork slicing,CNF
deployment, and multi-cluster orchestration illustrate how operators can build a resilient,
identity-driven, and continuously verified telco security posture.

1. Introduction

Telecommunications networks have traditionally relied on perimeter security, assuming that entities
inside thenetwork are trustworthy. Thismodelworked reasonablywell for legacy systems, where the
infrastructure was static and tightly controlled.

However, the introductionof 5G,NetworkFunctionVirtualization (NFV),andCloud-Native
NetworkFunctions (CNFs) hasdissolved this perimeter.Telco infrastructure is nowcomposed of:

 Multi-vendorCNFs running inOpenShift orKubernetes clusters

 DynamicAPIs connectingcore, transport, and edgenetworks

 Distributededgenodes and partner integrations

Each of these elements increases the attack surface, making implicit trust dangerous. Zero Trust
Architectureprovides a framework to authenticate, authorize, and continuously validate every entity—
human, device, or workload—before granting access or connectivity.

2.What isZeroTrustArchitecture (ZTA)?

ZeroTrust is not a product, but a security philosophy. It assumes that threatsexist both inside and outside
the network and that no communication or transaction should be trusted by default.

According toNISTSP 800-207, the coreprinciples ofZeroTrust are:

1. All entitiesare untrustedby default.

2. Access is grantedbasedon identity and policy,with the least privilegepossible.

mailto:krishnavenipalanivelu@gmail.com
https://ijctjournal.org/
http://www.ijctjournal.org


International Journal of Computer Techniques–IJCT Volume 12 Issue 6, November 2025
Open Access and Peer Review Journal ISSN 2394-2231 https://ijctjournal.org/

ISSN :2394-2231 http://www.ijctjournal.org Page 104

3. Continuousmonitoring and verification aremandatory.

4. Microsegmentation ensures that lateralmovement is restricted.

5. Automationandpolicy enforcement are integratedacross systems.

Whenadapted to the telcoecosystem,ZTAextendsbeyond ITboundaries—it governsnetwork slices,
control planes, management APIs, CNFs, and inter-cluster communication.

3.WhyTelcoNetworksNeedZeroTrust

3.1 ExpandedAttackSurface

5G introduces adistributed architecturewithmultiple trust boundaries—from thecore network
to the edge.

 Network slicing allowsmultiple tenants and applications to coexist, increasing the risk of
cross-slice attacks.

 APIs used for orchestration and service exposure (e.g.,NEF,NSSF) are accessible
externally.

 Multi-vendorCNFs introduce software supply chain vulnerabilities.

3.2DynamicandEphemeral Components

In cloud-native environments, workloads are ephemeral—pods and containers appear,
disappear, and scaledynamically.Traditional IP-based security controls can’t track these entities
effectively.

3.3 SupplyChainRisks

Telcos increasingly rely on open-source software, external vendors, andCI/CD pipelines. Without
verification,malicious or compromised container images can infiltrate production clusters.

3.4Regulatory Pressure

Regulatory frameworks like3GPPSA3,GSMANESAS,andNISTZeroTrustguidelines require stronger
isolation, traceability, and encryption across all network planes.

4.KeyComponents ofZeroTrust inTelcoCloud

ImplementingZeroTrust requiresadaptingitspillars to the telcoecosystem.

ZTAPillar TelcoAdaptation

IdentityandAccess
Management (IAM)

Identity-basedaccess forusers,APIs, andworkloads. Integration with
LDAP, OAuth, or OpenID for operators and CNFs.

NetworkSegmentation Useofmicrosegmentation at Layer 3–7 viaKubernetes
NetworkPolicies, SDN, or servicemesh.

ContinuousMonitoring Centralized logging and real-timebehavior analytics using
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Prometheus,Grafana,andAI-based anomalydetection.

PolicyEnforcement UseofOpenPolicyAgent (OPA),Kyverno, or admission controllers to
enforce runtime compliance.

EncryptionandTrust
Anchors

TLS forall intra-cluster and inter-cluster communication;useof TPM
and Secure Boot for hardware trust.
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5. Practical Challenges and Real-World Scenarios

5.1Challenge1:LegacyIntegration

Scenario:
Atelco operator runs a hybrid setup—part of the 5GCore on anOpenShift cluster, and legacy EPC
functionsonbaremetal.Legacynodes lack identity-basedauthentication, dependingonly on IP
whitelisting.

Problem:
This creates“blind trust”zones where compromised systems can access control-plane interfaces.

Solution:
Implement an identityproxy usingAPIgateways or servicemesh sidecars that enforcemTLS (mutual
TLS)and JWT-based service identityeven for legacycomponents.Graduallyphaseout IP-basedACLs.

5.2Challenge 2:Multi-ClusterCommunication inHub-Spoke Architectures

Scenario:
A telco cloud uses a central hub cluster for orchestration andmultiple edge clusters forCNF workloads.
These clusters communicate via APIs over WAN links.

Problem:
If the connectionbetween clusters isn’t authenticatedor encrypted, an attacker could impersonate an API
call or inject malicious payloads.

Solution:
 Establishcluster federation usingOpenShiftACM(AdvancedClusterManagement) or

similar tools with mutual certificate-based trust.

 Use servicemesh federation (e.g., Istio orOpenShiftServiceMesh) for secure service- to-
service communication with automatic key rotation.

5.3Challenge3: InsecureCNFSupplyChain

Scenario:
ACNFvendor deliversDocker images via an internal registry.There’snovalidationof image integrity or
content.

Problem:
Malicious or outdated images can be introduced into production, leading to runtime exploits.

Solution:

 Implement imagesigning(usingSigstore,Cosign, orRedHatQuay) andenforce
verification during deployment.

 Integrate software compositionanalysis (SCA) and vulnerability scanning inCI/CD
pipelines.
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 UseKubernetes admission controllers to reject unsigned or unverified images.

5.4Challenge4:LateralMovementBetweenCNFs

Scenario:
TwoCNFs share thesameOpenShift namespaceanduse thesamedefault network.

Problem:
Acompromise inoneCNFcanbeused toprobeor exploit another, due to flat network connectivity.

Solution:

 Enforcenamespace-level isolationwithNetworkPolicies.

 Use ServiceMesh Authorization Policies to restrict traffic between services.

 AdoptRBAC (Role-BasedAccessControl) to isolate service accounts andAPIaccess.

5.5Challenge5:HumanAccess andPrivilegeEscalation

Scenario:
Operational users access bothmanagement (OneView, SRLinux) and control-plane systems with shared
credentials.

Problem:
If one credential is compromised, it canbe reusedacross systems.

Solution:
 Centralize authentication using LDAP/ActiveDirectory + SSO (Keycloak,RHSSO).

 Apply leastprivilege access (e.g.,“break-glass”emergency accounts).

 EnableMFA(Multi-FactorAuthentication) and sessionmonitoring for privileged
operations.

 Auditall changesusingSIEMintegration.

6. ImplementationFrameworkforZeroTrust inTelcoCloud

Step 1: Identity Foundation

 Define identities for all entities—users, CNFs,APIs, and infrastructure components.

 Implement strong authenticationmechanisms using certificates and tokens.

 Manage lifecyclevia IAMsystems (Keycloak,RHSSO).

Step2:NetworkMicrosegmentation

 Define trust boundaries: control plane, data plane, andmanagement plane.

 ApplyNetworkPolicies inOpenShift for eachCNFnamespace.

 Use servicemesh to implementmTLSbetween services.
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 Separate customer-facingCNFs from internal components viaVLANs or SDNoverlays.

Step3:ContinuousVerification

 Monitoreveryaccess event and flowusing telemetry (Prometheus,Loki,ELK).

 Implement behavioral anomaly detection usingAImodels trained on normal traffic
baselines.

 Feed alerts intoSecurityOrchestration,Automation, andResponse (SOAR) tools.

Step4: PolicyEnforcement andAutomation

 ApplyOpenPolicyAgent (OPA)orKyverno for runtimepolicy checks.

 Examplepolicy: blockdeployment of any container imagenot signedby a trustedkey.

 Automate compliance audits viaAnsible +OpenSCAP.

Step5:DataProtection

 Encrypt all communication (TLS1.3+).

 Use etcd encryption at rest inOpenShift.

 Implement securekeymanagement (Vault,KMS).

 ProtectbackupandDRdatawith integrityverification.

7.Real-WorldExample:ZeroTrust ina 5GCoreDeployment

ArchitectureOverview

ATier-1 telcodeployed its 5GCore (AMF,SMF,UPF,PCF) onOpenShift across twoclusters— control
plane (hub) and user plane (edge).

Challenges

 MixedvendorCNFswithdifferent securitymaturity levels

 LegacyNMSsystemswithout identity-based access

 API communication acrossWANlinks

Implementation

1. IdentityandCertificates:
EachCNF received an x.509 certificate issued by an internal PKI,managed viaOpenShift cert-
manager.

2. Microsegmentation:
EachCNFnamespace implemented network policies limiting traffic only to approved services
(e.g., AMF↔ SMF).

3. ServiceMesh:
Deployed Istio for encrypted service-to-service communication usingmTLS.
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4. ContinuousMonitoring:
IntegratedPrometheus andGrafanawithSIEM(Splunk) for anomalydetection.

5. PolicyEnforcement:
Admission controller rejectedunsignedCNF images.

6. Human Access Control:
All administrative access via Keycloak withMFA.

Outcome

 Reduced blast radius frompotential CNF compromise

 Unifiedvisibility across clusters

 CompliancewithGSMANESAS security baseline

8.MeasuringSuccess:KPIs forZeroTrustAdoption

Metric Description Goal

Authentication coverage % of services using mTLS or token-based auth >95%

Segmentation coverage % of namespaces with NetworkPolicies >90% Image

verification rate %ofworkloadsusing signed images 100%

Privilege access reduction # of shared credentials eliminated Target: 0

Detection-to-response timeMean time todetect/respond (MTTD/MTTR) <5min

G.OvercomingCommonPitfalls

Pitfall Recommendation

TreatingZeroTrust as a singleproduct Designa frameworkwithmultiple integrated
controls

Over-segmentationcausingperformance Balance securitywithnetwork throughput; validate issues
latency

Manual certificatemanagement Automatevia cert-manager orVault

Ignoring runtime visibility Deploy continuous securitymonitoringwith
anomaly alerts

Lackof executive sponsorship TieZeroTrust to complianceandbusiness risk
reduction
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10. Future Outlook

As telco networks evolve toward 6G,AI-drivenorchestration, and quantum-resilient encryption, Zero
Trust will become the default design principle rather than an add-on.
Future systemswill leverage:

 AI-based identity scoring for adaptive access control

 Confidential computing for workload isolation

 Post-quantumencryption for long-termdata integrity

The journey toZeroTrust is continuous, but earlyadopters arealready achievingmeasurable security and
operational benefits.

11.Conclusion

ZeroTrust is not aone-timedeploymentbut a strategic transformation inhow telconetworks are
designed, deployed, and operated.
Byeliminating implicit trust, enforcing strong identityverification, andcontinuouslymonitoring every
connection,operatorscan securedynamic, distributed5GandTelcoCloud environments against
evolving threats.

As telcos embracecloud-native architectures,ZeroTrustoffers aunified, scalable, and
standards-alignedapproach toprotect theirmost critical infrastructure—ensuring resilience,
compliance, and customer trust.
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