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Abstract

The rapid integration of Industrial Internet of Things technologies has enhanced productivity and
operational efficiency across critical industries such as manufacturing, energy, and transportation. However,
the highly connected nature of IIoT environments has also increased their vulnerability to a wide range of
cyber threats. This paper presents a comprehensive study on threat detection performance analysis in
industrial IoT systems using hybrid machine learning (ML) model. The proposed approach improves
anomaly detection accuracy by more 90% while minimizing false positives with an average of 2.51%.
Furthermore, various performance metrics achieved include detection rate of more than 90%, precision,
recall, F1-score all falls within 92.5% and latency average of 1.207µsec (0.001027ms) with corresponding to
7.14%, a result obtained during the implementation analysis to assess the effectiveness of hybrid ML model
compared to other approaches. Results from performance evaluations using benchmark industrial IoT
datasets from dataset indicate that the hybrid framework achieves improved detection performance, accuracy
and latency (system response time). From the findings, the system latency improves and with the contextual
benchmarking in industrial IoT applications. The study underscores the potential of integrating hybrid
machine learning solutions into IIoT security frameworks for real-time threat mitigation.

Keywords: Industrial IoT, Threat Detection, Machine Learning, Intrusion Detection Systems (IDS),
Performance Analysis, Cybersecurity, Anomaly Detection.
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1. INTRODUCTION

The Industrial Internet of Things has
revolutionized industrial processes by
interconnecting sensors, devices, and control
systems to enhance automation and decision-
making. While IIoT technologies enable
operational efficiency, they introduce expanded
attack surfaces for cyber adversaries. Threats such
as ransomware, DDoS, MitM attacks, and
advanced persistent threats (APTs) have
increasingly targeted industrial IoT networks.
Traditional signature-based intrusion detection
systems (IDS) have limitations in detecting novel
attacks due to their reliance on predefined patterns.
Hence, machine learning (ML)-based IDSs have
emerged as a promising solution. However, single
ML algorithms often struggle to balance detection
accuracy and computational performance in
industrial IoT environments, where real-time
detection is critical. Hybrid ML models. This
paper focuses on analyzing the threat detection
performance of hybrid ML models for industrial
IoT security and provides insights into their
applicability for industrial systems.

II. RELATEDWORK

Prior studies have explored ML-based IDS
frameworks for IoT and industrial IoT
environments. Although numerous studies have
explored the application of machine learning (ML)
to improve the security of Industrial IoT systems,
their distributed nature and critical role in
industries kept them increasingly vulnerable to
cyber threats such as DDoS, ransomware, and
MitM attacks, etc. although various techniques
have been employed in the development of
network intrusion detection system to safeguard
the network against the evolving nature of attack
deployed by cyber-criminals [34]. Scholars
proposed a study addressed the feasibility of using
machine learning approaches to detect intrusions
in the IoT home dataset (IoTID20) [1]. The study
proposed machine learning methods, such as the
linear algorithm, random forest, gradient boost
algorithm, and many more, over the dataset to
identify anomalies with high accuracy. The

authors [2] highlighted several challenges on
model creation, deployment, and retraining and
turning. An anomaly detector must have ultra-high
detection rate as well as ultra-low rate of false
alarms. The authors use the Multi-Layer
Perceptron, Convolutional Neural Network, and
Deep Auto Encoders to create process anomaly
detectors. The scholar [3] listed several techniques
in preventing MitM attacks, among the list of best
prevention practices was to Ensure the right Tools.
This study agrees with [4], [5] and [3]
publications that intrusion detection and
prevention as a tool will be a viable and efficient
technique. [6] proposed an intrusion detection
system (IDS) based on combining cluster centers
and nearest neighbors, with KDD-Cup99 dataset.
The dataset was trained with following algorithms,
k-Nearest Neighbor (k-NN), Cluster Center and
Nearest Neighbor (CANN) and Support Vector
Machine with accuracy of 93.87%, 99.76% and
80.65% respectively. [8] proposed Anomaly
Detection Based on Profile Signature in Network
using Machine Learning Techniques. The
algorithms used are Genetic Algorithm, Support
Vector Machine and Hybrid Model with
KDDCup ’99 dataset. The following accuracy
results were obtained, GA gives 84.0333%, SVM
results 94.8000% and Hybrid (GA+SVM) gives
98.333%, showing a low false positive rate (FPR).
The authors [9] worked on Intrusion detection in
computer networks using hybrid machine learning
techniques using Hybrid model of supervised
Neural Network, Support Vector Machine and
unsupervised (K-Means) machine learning
algorithms with NSL-KDD datasets. The authors,
[10], proposed an anomaly-based network
intrusion detection using Ensemble Machine
Learning Technique. The study accuracy results in
that the Ensemble gives 85.20%. The work
handled imbalanced data and selected only
required features which greatly helped in reducing
high false positive [11], appends that ensemble
and hybrid classifiers have better predictive
accuracy and detection rate than single classifiers.
[12], explore detecting intrusions in computer
network traffic with Machine Learning
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Approaches using both single and assembler
classifiers, K- Nearest Neighbor (KNN) and
Ensemble Technique. The model was evaluated
using two different datasets and having a
drawback of failing to address the problem of data
high dimensionality. [4] detailed how
organizations, including industrial IoT industries,
should protect themselves from Ransomware
attacks. The author implements multiple layers of
defense to reduce the risk of a ransomware attack
occurring, or to minimize the impact if an attack
occurs, which includes Network Perimeter
Defenses (NPDs), such as firewalls, network
segmentation and intrusion detection & prevention
(ID/IPs) systems (Managed Security Service
Provider (MSSP) or integration with the SIEM),
are effective at blocking malware before it enters
the corporate network. The [13] lists of four (4)
guards against Ransomware, includes intrusion
detection and prevention systems (ID/PS) and that
organizations, like industrial IoT firms outsource
to a managed detection and response (MDR)
specialist. MDR Services include monitoring,
detecting, alerting, and managing responses to
potential attacks on your system. In the efforts of
[14], a hybrid approach of genetic algorithm and
the fuzzy system was implemented. Therefore, the
genetic algorithm presented as preprocess step of
the proposed system. The testbed environment
was implemented using the KDD-99 dataset. The
proposed system recorded 0.94% as the average
detection rate. The authors [15] propose a model
to detect and track malicious URLs using machine
learning classifiers and deep learning approaches.
To enhance and secure the efficiency of our model,
a novel dataset called Ransomware Detection
Dataset (RDD) has been introduced [16]. The
authors [17] introduced a detection model using
dynamic machine learning techniques, such as
conversation-based network traffic features, for
consistent detection of windows ransomware
network attacks. The authors of [18] implemented
a network-based intrusion detection system, by
employing two independent classifiers operating
in parallel on two various levels: packet and flow
levels for detecting the Locky ransomware. In

another research work presented by [19] where a
dynamic malware detection framework using
Deep Neural Network (DNN) and Convolutional
Neural Network (CNN) was proposed for
malware detection. The evaluation report, a
combination of DNN and LSTM provide effective
in detecting new malware and achieved 91.63%
accuracy. An artificially full-automated intrusion
detection system for Fog security against
cyberattacks was proposed by [20]. They use
multi-layered recurrent neural networks applied to
the NSL-KDD dataset for detecting four types of
attacks: DDoS, Probe, U2R and R2L. In addition,
they do not implement blockchain in their solution
as an integrated mechanism for monitoring and
securing IIoT networks. [21] proposed a hybrid
intrusion detection model (CNN-BiLSTM). The
model integrates the CNN and the Bi-directional
long short-term memory (BiLSTM), to learn the
spatial and temporal features. Two datasets NSL-
KDD and UNSW-NB15 are used to evaluate their
proposed model. The CNN-BiLSTM model
achieved an overall accuracy of 82.74% and
77.16% for NSL-KDD and UNSW-NB15,
respectively. [22] presented a new deep neural
network for identifying network flows as normal
or abnormal. The purpose technique uses a feed
forward back-propagation design with seven
secret layers. The authors tested this method for
DDoS detection using the most up-to-date
Canadian data set (CIC IDS 2017). The authors
[23] developed an algorithm for detecting denial-
of-service (DoS) attacks using a deep-learning
algorithm. They use the same dataset employed by
us, but they just aim to detect one attack (DoS)
and do not integrate blockchain in their solution.
The authors [24] presented a new work to
recognize the malicious URL in social networks
such as twitter. In that work, three machine
learning techniques were used namely Random
Forest, SVM and Logistic Regression for the
experiments, giving 5.51%, 93.43% and 90.28%
accuracy rate respectively. The scholars [25]
proposed a machine learning security framework
for IoT systems. They built a dataset based on the
NSL-KDD dataset and evaluated their proposal in
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a real smart building scenario. As we said in the
previous related works, an old dataset may not be
suitable for modern IoT networks. They use one-
class SVM (Support Vector Machine) technique
for detecting four types of attacks: DDoS, Probe,
U2R and R2L. [26] presented an intelligent
detection system based on deep learning and One
Class Support Vector Machine (OCSVM) for
revealing the ransomware attacks. The LSTM and
Convolutional Neural Network (CNN) were used
in the first stage for classifying the collected API
calls and then converting them to numerical
values to detect if this activity is goodware or
ransomware. The scholars [27] proposed a hybrid
model based on improved fuzzy and data mining
techniques, which can detect both misuse and
anomaly attacks. The author proposed a scheme
combining a genetic algorithm and fuzzy logic for
network anomaly detection. With real network
traffic, the proposed approach achieves an
accuracy of 96.53% and a false positive rate of
0.56% by [27]. The scholars [30] applied two
experiments on CIC and Mal2017 dataset to
analyze six ML techniques (DT, RF, Random Tree
(RT), k-NN, NB, and SVM) for ransomware
detection. Firstly, a dataset was applied with
different forms and classes of ransomware on ML
classifiers. Then they were applied to 10
ransomware families separately on classifiers. The
results show that RF was the best in both
experiments. In fact, research articles on
cybersecurity and ransomware started getting
published around the year 2016. There was
research offering a defense plan to protect oil and
gas automation and control systems [30]. The
highest detection accuracy belongs to RF with
accuracy score 83%, and 79% for DT. The
accurate and timely detection of DoS, DDoS etc.
attacks remain a priority for researchers in the
field of cybersecurity, however, attackers keep
modifying and developing new attacks to evade
detection techniques by [31]. A real-time hybrid
intrusion detection approach was proposed by [32]
in which misuse approach was used to detect well
known attacks while anomaly approach to detect
novel attacks. In this work a high detection rate

was achieved because patterns of intrusions that
could escape the misuse detection could be
identified as attack by the anomaly detection
technique. The model’s accuracy increased
incrementally each day up to a significant value of
92.65% on the last day of the experiment, also, as
the model learns and trains the system each day,
the rate of false negative decreases sharply. In
another research work with MitM. [34] proposed
real-time intrusion tolerance system, which is
based on anomaly-based intrusion detection, is
presented. The effectiveness of the approach was
tested in a simulated environment, and various
attacks could be detected. Also, a machine
learning based approach to anomaly detection,
using data from a live running industrial process
control network, is presented in the same research.
System has become a crucial part of computer
security, which is used in detecting the above-
mentioned threat [31]. Also, the authors, [34],
used deep neural network (DNN) to reveal a
ransomware attack. Their proposed model was
built based on features that were extracted from
HTTP packet payload inspection. The results
proved the efficiency of DNN in detecting
ransomware with accuracy of 93.9%. The plan of
the suggested system is to apply the proposed
intelligent IDS to an IoT-based network with
dynamic network topology. Detecting and
neutralizing an adversary inside your environment
before they can compromise your backups or
encrypting your data will considerably improve
your outcomes [33].

III. METHODOLOGY

In this study, the mixed research method, that
is both qualitative and quantities data will be used
towards analyzing the given statement problems
and shall focus on integrating the complement
futures of both methods on conducting that
research procedures that involve focus group,
interview, secondary dataset. This is to ensure the
correctness of the outcome by increasing the
reliability and validity of the results of the
research work. The data collection for the system
analysis and design was based on focus groups in
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the industry, interviews and secondary dataset
deployed after studying suitable data repository
documents from Kaggle organizations, established
procedures, guidelines etc. the qualitative
industrial IoT datasets and the non-numerical
quantitative values from Kaggle IIoTset dataset
were obtained for system design. The Comma
Separated Value (CSV) File secondary dataset
obtained from Kaggle.com as extracted is table
3.6, the list of attacks scenarios included in the
Edge IIoTset and the normal traffic Kaggle dataset
for industrial IoT attacks, also, table 3.4
description of extracted dataset features from all
the attacks and the normal traffic that contains
network traffics of DDoS, MitM and Ransomware
profile attacks will be used for the designing of
the machine learning (ML) hybrid approach
system in this study. CSV are the most common of
the file format available on Kaggle and are the
best choice for tabular data (Kaggle.com). In other
words, Kaggle is a network activity dataset, which
was extracted from the activities performed in an
active network with attacks and anomalies. Such
attacks/anomalies are the 229, 023 of Distributed
Denial-of-service (DDoS) attacks on an active
Hyper Text Transfer Protocol (HTTP) flood attack,
1,230 of Man-In-The-Middle (MITM) attacks also
done on an active network where the intruder
mimics the real network protocols or activities.
Then, finally 10, 926 Ransomware attacks on an
active network using the loopholes in the system
to gain access [35]. 70% of the Kaggle dataset
network activity dataset collected were used for
training, 30% for the testing process with the real-
time hybrid machine learning (ML) model. In
other to support the secondary data obtained from
Kaggle and the qualitative data which are
generalizable, inductive, subjective and deal in
words, the documental revision under qualitative
survey, a quantitative data tools like face-to-face
interviews and focus groups with plant managers,
shift-in-charge, process field and panel operators
in industrial IoT technology deployed related
industries like petrochemicals, refineries, oil and
gas, and fertilizer plants were contacted during
this research work.

A. Hybrid Machine Learning Architecture

The system architecture of the real-time
intrusion detection and prevention in industrial
IoT systems comprise of four (4) level. the entry
level, inference level, industrial level and action
level. At the entry level, comprising the
quarantine database, network monitor and
incoming network traffic. The Inference level is
situated immediately below the entry level, and it
comprises two-machine learning (ML) features
employed for the model design, it is made of the
CNN inference engine and fuzzy logic inference
engine. While CNN inference engine uses several
types of classifiers, fuzzy logic inference engine
uses membership functions. At the Industrial level,
several industrial hardware or software (industrial
instrumentation on automation with different
operational principles connected on network) been
protected by the system. At the action level,
domain experts or admins are willing to use their
skills to perform incident response and mitigate
against any intrusions.

Figure 1: The Hybrid MLArchitecture

CNN as a pivotal approach in real-time
detection and prevention systems including
detection of anomalies. Below is the CNN block
and how it works during the hybrid CNN-FL,
where raw incoming network data is fed into the
input layer (IL) of the CNN for processing.

B. CNN Inference Engine Block
The Convolutional Layers (CL) then apply

convolutional filters (kernels) to the input and
incoming data, performs element-wise
multiplication, capturing local patterns and
features like edges and textures. The non-linear
activation function like ReLU (Rectified Linear
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Unit) during the CNN extraction process is
applied after each convolution to introduce non-
linearity into the model, allowing it to learn more
complex patterns. Batch Normalization during the
extraction process may be applied to stabilize and
speed up training by normalizing the output of the
CL. On the Pooling Layer (PL) which the feature
extraction process occurred, the input from the CL
is reduced to spatial dimensions of the feature
maps, preserving essential information while
decreasing computational load. The final layer
of the feature process usually contains neurons
corresponding to the output classes, using a
softmax activation function for multi-class
classification tasks indicating the presence of
certain features or anomalies. After feature
extraction, the processed data is passed through
fully connected layers that classify the input into
predefined categories (e.g., detecting objects,
identifying action).

Figure 2: CNN Inference Engine Block

B. Fuzzy Logic Inference Engine Block

The model uses the fuzzy logic inference
block to analyze data inputs and make decisions
based on various parameters, also for the
prevention and mitigating against anomalies, FL
technique also helps in making proactive
decisions to prevent incidents, which are mainly
the anomalies from the CNN inference engine
predicted (x) extracted features. So, the FL
inference engine block does the prediction of the
five states using a membership function to classify
the suspected anomalies network into a High
Negative anomaly, (x== 0), Medium Negative
anomaly, (x>0 && x<=0.5) a Neutral anomaly,
(x== 0.5), Medium Positive anomaly, (x>0.5) and
a High Positive anomaly.(x=1). If the signature is

found to be between a High Negative and Neutral
anomaly, then it is a false alarm (x==0 and
x==0.5), the network is then permitted to go
through to the respective industrial infrastructure.
Finally, if the ML is kept on auto, the anomaly is
blocked or quarantined by the system, but if there
is false alarm, the operator admin acts (the
concern dept). Here it will involve the engineering
team concern to acknowledge and reset the alarm
on the industrial infrastructure (IIoT) systems
concern. The FL inference engine block is shown
in Figure 3 below.

Figure 3: Fuzzy Logic Inference Engine Block

C. Kaggle IIoTset Datasets

The Kaggle IIoTset dataset contains network
traffic data, system logs, and metadata (features)
and classification of normal and malicious
behaviors, including DDoS, ransomware, and
MitM attack patterns (labels). The dataset
obtained is list of attack scenarios included in
normal traffic Kaggle Dataset and Edge-IIoTset
dataset for industrial IoT attacks. The dataset
consists of 229, 023 DDoS attacks, classification,
therefore a class of 0 means no attack while 1
signifies a DDoS, MitM and Ransomware attacks.
Industrial IoT system attacks pattern with their
fresh list of attacks were obtained from Kaggle to
build the system design of the real-time intrusion
detection and prevention in industrial IoT system.
Table 1 is the list of attacks scenarios included in
Edge-IIoTset dataset from Kaggle. The table
contains attack category, attack types, IoT
vulnerabilities, tools, and attacker’s internet 1, 230
MitM and 10, 926 Ransomware attacks and was
collated for two days. For simplicity purposes, we
combined all attacks in the dataset and opted for a
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binary classification, therefore a class of 0 means
no attack while 1 signifies a DDoS, MitM and
Ransomware attacks. Industrial IoT system
attacks pattern with their fresh list of attacks were
obtained from Kaggle to build the system design
of the real-time intrusion detection and prevention
in industrial IoT system. Table 1 is the list of
attacks scenarios included in Edge-IIoTset dataset
from Kaggle. The table contains attack category,
attack types, IoT vulnerabilities, tools, and
attacker’s internet

D. The Performance Analysis Evaluation
Metrics

In this section we explore decisive and
effective machine leaning evaluation metrics to
know performance of the model, meaning by
evaluation, each value of accuracy, precision,
recall, F1-score and AUC ROC were calculated to
provide a comprehensive evaluation of its
performance. The metrics asses’ effectiveness of
the model in correctly classifying the dataset
sample and the general system prediction time (PT)
that revolves around several factors will be
determine. The model evaluation results are
displayed on the main industrial IoT system panel
when a user (operator, engineers etc.) clicked on
the model button (MB) on the dashboard. The five
(5) buttons, Create Model (CM), Evaluate Model
(EM), View Plot (VP), View Confusion Matrix
Plot and Clear Results (CR) appear on the
dashboard and use them appropriately for the
evaluation. The Evaluation Report and
Classification Results, and the Graphical
Representation of performance Evaluation Metrics
are displayed on the industrial IoT system on a
user clicked at both the view plot (VP) and
confusion matrix buttons. The ML performance
metrics evaluation results with Engineer Boye A.
Frederick as user with accuracy of 0.925 (92.5%),
precision 0.925 (92.5%), recall(sensitivity) 0.925
(92.5%), Fi score 0.925 (92.5%) and AUR ROC
0.830 (83.0%) are graphically represented and

shown in figure 4.8 below on the industrial IoT
system dashboard.

Figure 4: Performance Evaluation Metrics
Results (2025)

The above figure shows the analyzing detection
performance, Detection Rate (DR), Precision and
Recall, F1-score, AUR ROC, False Positive Rate
(FPR) and Computational Cost (latency).

TABLE 1: MODELCLASSIFICATION
REPORT

Class Precision Recall F1-
Score

Support

Class 1 0.91 0.90 0.90 100

Class 2 0.90 0.92 0.91 100

Class 3 0.94 0.94 0.94 100

Class 4 0.95 0.94 0.94 100

Accuracy 0.93 400

Macro
Avg

0.93 0.92 0.93 400

Micro
Avg

0.93 0.93 0.93 400

The false positives can trigger unnecessary
security actions, causing production delays or
interruptions in industrial processes. For instance,
if an IDPS falsely flags normal PLC
communication as an attack, it may block or
isolate a critical system in an industrial plant. A
low False Positive Rate (FPR) of ~2.50% is a
good indicator, but its acceptability depends on
the specific use case and security requirements of
the industrial system. Hence, in industrial
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environments or ecosystem, false positives can
cause significant disruptions. Industrial IoT
systems must maintain real-time operations. False
positives that trigger automated blocking or
responses can impact safety-critical systems. The
figure 4.11 shows the performance evaluation
metrics on FP (red colour), TN (green colour) and
FPR mean or average for class 1 to 4.

Figure 5: Overall Network Evaluation Metrics

E. Industrial IoT System User Interface (UI)

The industrial IoT System comprises of the
following list of menus, buttons etc. the System
User Interface comprises of the Dashboard, Model,
History, Quarantine, Blocked, Statistics,
Username, Logout button. Also, the Network
Action Buttons (Start, Stop, Quarantine, Block,
Delete), An Incoming Network Signal Plotter,
Allowed Network Permitter List and the Attack
Statistics. The main system dashboard is accessed
after user (operator, engineer etc.) login with user
correct credentials. The system dashboard is
shown in Figure 4.5 below. It comprises of six (6)
buttons, Model, Dashboard, History, Quarantine,
Block, Username, Logout. Immediately after the
dashboard for user to seamlessly operate industrial
IoT system. On clicking the Model Menu, a panel
will pop-up showing the following buttons, Create
Model, Evaluate Model, View Plot and Clear
Results. Each of the button’s functions as design.
On clicking the Quarantine Menu display another
panel. The quarantined menu is on the right-side
panel. When clicked the quarantined IPs and the
attack type (DDoS, Ransomware or MitM) pop-up
showing the selected network signature plot, time,
date and month of the quarantined attack type. On
the other hand, the Block Menu displays same
with the quarantine menu. The History Menu on

the dashboard when clicked shows the IPs of
overall network statistics where their details in
percentage and pie chart represented. This shows
the blocked, quarantine and normal IPs networks.
When a user clicks on any of IP’s listing on the
left side of the panel, allows a selected IP network
signature plot is display showing a graphical view
of IPs.

Figure 6: Main IIoT System UI Dashboard

F. Industrial IoT System-Attack Statistics

This attack statistics window on the IIoT system
main dashboard gives the result of the systems
attacks with date options. When a registered
domain user clicked on this required button, attack
type and number of attacks are displayed as
results for the admin (user) viewing (1.3ii). Figure
4.8 below is an example of the number of attack
types and attack types during simulation at the IFL
instrument lab. It was successfully run with the
results by Engineer Kelvin Azibapu. Attack type-
DDoS, MitM, network access and ransomware,
number of attacks: 70 DDoS_HTTP, 56 MitM, 50
Normal and 63 Ransomware attacks.

Figure 7: IIoT SystemAttack Statistics

The implementation analysis stage was
carried out at the IFL instrument lab, Port
Harcourt-Rivers State. The head of department
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played a role during the implementation by
directing and guiding the researcher during the
exercise.

Figure 8: Implementation Analysis at IFL Lab

Table 2: SYSTEM THREAT DETECTION PERFORMANCE CAPABILITIES RESULTS

Date User(s) Total
Attack
s

DDoS
Attack

MitM
Attack

Ransom
ware
Attack

Normal
Network

Blocked
Attacke
d (%)

Quaranti
ned
Attacks(
%)

Normal
Network
(%)

IPs
Latency

(µsec)

FPR Accura
cy

ROC

010225 Boye 187 49 76 62 55 0.773 0.000 0.227 242 1.5624 2.50 92.5 8.30

080225 Taylor 146 61 47 67 60 0.745 0.008 0.255 196 1.5620 2.48 92.5 6.00

210225 Clement 158 55 58 52 58 0.731 0.000 0.269 216 0.8986 2.51 93.0 5.90

220225 Daniel 187 58 64 65 69 0.730 0.000 0270 256 0.3994 2.50 93.0 7.20

230225 Momotimi 198 57 62 79 57 0.788 0.000 0.212 269 1.5821 2.51 92.5 6.00

240225 Grace 191 56 67 66 58 0.767 0.000 0.233 249 1.5456 2.50 92.0 7.00

250225 Israel 181 60 65 56 54 0.770 0.000 0.230 235 1.2543 2.54 92.5 8.05

260225 Godswill 145 46 41 58 59 0.711 0.000 0.289 204 1.5804 2.50 92.5 7.81

270225 Rose 177 60 65 52 62 0.738 0.000 0.263 231 1.1465 2.50 92.5 6.50

280225 Miracle 149 52 50 47 52 0.741 0.000 0.259 201 0.4249 2.52 92.5 6.14

010325 Isaac 220 65 79 76 67 0.767 0.000 0.233 287 1.5802 2.50 92.5 5.60

070325 Patel 140 46 45 49 58 0.797 0.000 0.293 198 1.5626 2.49 92.5 7.33

110325 Saheed 253 78 94 81 75 0.771 0.000 0.229 328 0.8004 2.51 92.5 7.34

130325 Kelvin 189 70 56 63 50 0.791 0.000 0.209 239 1.4984 2.50 92.5 7.00

Averag
e

179 57 63 62 59.57 0.760 0.000 0.248 240 1.207 2.51 92.54 6.90
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Computing the latency values in percentage (%) and
µseconds using the above table 4.9 on page 237, we
have the following: To calculate the average of the
latency in microseconds (µsec) and then express
that average as a percentage, we need to define: We
also compute the Latency (response time)
Percentage (%) per Date using the formula:

= Latency % = (Latencyi​ ​ /16.8978)×100, this
will give us the following table 4 as shown below

Table 3: LATENCY (%) PER DATE

G. Total Latency (µsec or ms)

Latency (response time) is crucial in networking
because it is the time it takes data packet to move
from its source to destination. One of the objectives
achieved in the study is the system latency which
corresponds to the average in percentage of 7.14%
computed as follows.

Total Latency=16.8978 μsec.

Average Latency (Response Time) = 16.8979/14 =
1.207µseconds.

Converting the total latency to percentage (%)
we have Average Latency (%) = [1.207/16.8979] ×
100. Average Latency (%) = 7.14%.

Average Latency = 7.14%. In industrial IoT
systems, latency requirements are highly
application-specific, but 7.14% of total latency
(which corresponds to 1.207 µsec average latency)
is very good and acceptable for most industrial IoT
applications.

Table 4: LATENCY IN IIOTAPPLICATIONS

IIoTApplication Typical Latency
Requirements

Factory Automation 1-10 milliseconds (ms)
Motion Control ( Real-Time) ≤ 1ms

Remote monitoring &
SCADA

10-100ms

General industrial
communication

≤ 50ms

Industrial 5G URLLC ≤ 1ms (ultra-reliable low
latency)

The performance of the industrial IoT system
shows that the latency average in milliseconds =
1.207 µsec = 0.001207ms which is far below the
tightest requirement (1ms) for ultra-critical real-
time control. This refers to very time-sensitive
operations where even small delays can lead to
failure, damage, or safety issues. These are common
in Industrial IoT applications like: Robotics (e.g.,
robotic arms in manufacturing), Autonomous
vehicles (e.g., AGVs in warehouses), Real-time
safety systems (e.g., emergency shutdowns) and
High-speed conveyor systems. This means that in
these systems, data must be transmitted and acted
on within 1 millisecond (ms) to avoid disruptions or
hazards.

H. IDS Performance Analysis

Date Latency (µseconds) Latency (%)

010225 1.5624 9.24%
080225 1.5620 9.24%
210225 0.8986 5.32%
220225 0.3994 2.36%
230225 1.5821 9.36%
240225 1.5456 9.15%
250225 1.2543 7.42%
260225 1.5804 9.35%
270225 1.1465 6.78%
280225 0.4249 2.51%
010325 1.5802 9.35%
070325 1.5626 9.24%
110325 0.8004 4.74%
130325 1.4984 8.87%
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The graph in Figure 9, is IDS performance
Analysis” provides insights into the attack trends of
an Intrusion Detection System (IDS) from 01-02-25
to 13-03-25. It includes multiple metrics plotted
time, total attacks (Black Line), the total number of
attacks fluctuates significantly, with values ranging
approximately between 140 and 220 attacks per day.
There is a noticeable dip around 08-02-25 and 07-
03-25, followed by peaks around 23-02-25 and 11-
03-25. Attack types (Stacked/Individual
Categories): DDoS attacks (Blue Dotted Line):
Steady but variable, generally between 40 and 70
attacks per day, with peaks around 11-03-25. MitM
attacks (Green Dashed Line): Highest at the start
(~75 on 01-02-25), dips after 08-02-25, and rises
again with a significant peak around 11-03-25.
Ransomware Attacks (Red Dashed Line):
Consistent between 40 and 75, peaking near 23-02-
25 and 01-03-25.

Figure 8: IIoT System IDPS Graph Analysis

I. Performance analysis and Implications for
IIoT Security

Hybrid ML models seem effective in
maintaining detection accuracy across varying
attack loads. Low false positives reduce the
operational burden on security analysts. Peaks in
attack activity may require adaptive resource
allocation for real-time monitoring and response.

J. Threat Detection Performance Analysis on
Latency

The threat detection performance analysis and
capabilities on latency and reliability were achieved
using parameters on table 2 as the key system
average (A) measured values indicators with an
Accuracy of 92.54, ROC average of 6.90, FPR
average of 0.025 (2.51%), and latency of 1.207µsec
corresponding with an average of 7.14% with
detection rate of 92.9% which are the main metrics
reflecting detection performance, response time,
and reliability of the system. The chart below helps
us visualize the system performance capability
during the model implementation analysis at IFL
Lab. It provides a clear visual summary of how the
hybrid machine learning approach performs in
terms of detection efficiency, latency, reliability, and
robustness with metrics. The model metric
performance accuracy (A) achieved 92.54%, which
indicates that the system correctly identifies both
normal and malicious activities with over 92%
certainty. This reflects a strong ability to generalize
and adapt to the Kaggle dataset’s real-world traffic.
The average latency, which is measured in
0.001207ms results to 7.14% which is very
efficient and reliable for industrial IoT applications.
The threat detection rate, 92.9%, is exceptionally
high, meaning virtually that almost all actual attacks
(DDoS, Ransomware, MitM) were detected. It
demonstrates excellent sensitivity and minimal
chances of missed threats—crucial in real-time
cybersecurity. Finally, the chart gives the False
Positive Rate (FPR) as 2.51% during the
implementation analysis. A very low FPR means the
system rarely flags legitimate traffic as an attack
and this improves trust, operational efficiency, and
reduces alert fatigue in security.
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Figure 9: TD Performance Metrics Analysis

K. Author (s) Comparative Analysis of Metrics

This section presents four techniques
(approaches) of authors which were further
compared based on Accuracy, Detection Rate (DR),
and false positive rate (FPR) using the combined
DDoS, Ransomware, and MitM attacks profiles
from Kaggle datasets resource deployed for the
study. Table 6 represents the results from the four (4)
techniques based on their implementation results.

Table 5: Comparative Performance Techniques

Techniques Accuracy Detection
Rate
(DR)

(FPR)

Regression & Rule-Based
(Yusuf, 2024)

84.4 80.9 8.75

Genetic Algorithm &
Fuzzy Logic (Hamamoto,
2018)

89.3 86.2 5.9

CNN & Fuzzy Logic
(Proposed, 2025)

92.54 92.9 2.51

k-NN, Cluster Center,
CANN, SVM(Lin, 2015)

88.7

85.4

6.7

The figure 10 below represents the
comparative comparison of techniques using
Kaggle dataset with DDoS, Ransomware and
MiTM attacks profile. Here are the four (4) authors
compared alongside the proposed approach using

the following performance metrics, accuracy,
detection rate (DR) and false positive rate (FPR).
The accuracy (%) performance metric measures the
overall correctness of the system in identifying both
intrusions and normal traffic. The Detection Rate
(%) as a performance metric also indicates how well
the system detects actual attacks (True Positive
Rate). The last metric false positive rate (FPR) (%)
performance shows how often the system
incorrectly flags normal activity as malicious (lower
is better). Regression & Rule-Based (Yusuf’s, 2024):
While simpler and interpretable, it has the lowest
overall performance of accuracy of 84.4%, and a
detection rate of 80.9% especially struggling with
false positives of 8.75% due to limited adaptability.
This method has the lowest performance overall,
especially with a high rate of false positives,
making it less reliable in real-world environments.
GA & Fuzzy Logic (Hamamoto’s, (2018) performs
well, benefiting from evolutionary optimization and
fuzzy decision logic, but slightly trails behind in all
three metrics compared to Boye's method. Having
an accuracy of 89.3%, detection rate (DR) of 86.2%
and false positive rate (FPR) of 5.9%. The Best-
performing technique overall, combining deep
learning (CNN) with fuzzy logic to achieve high
precision and low error rate ideal for real-time and
critical systems. The hybrid approach, (Proposed,
2025) with an accuracy of 92.54% (highest),
detection rate of 92.9% (highest) and FPR: 2.51%
(lowest). Lastly, k-NN, Cluster Center, CANN,
SVM (Lin et al. 2015): The authors’ work shows a
balanced performance with moderate accuracy of
88.7% and detection rate (DR) of 85.4% yet has an
FPR of 6.7% higher than proposed approach.
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Figure 10: Authors Comparative Analysis of
Metrics

IV. RESULTSAND DISCUSSION

The hybrid ML model demonstrated detection
rates more than 90% compared to single classifiers
and comparatively the results shown in table 5
confirm that the model metrics are reliably met the
industrial benchmark for industrial IoT applications.
False positives were significantly reduced through
the combined hybrid ML approach. Computational
performance analysis showed the system latency
results show an average percentage less than 1ms
which can be deployed in industrial IoT
applications and devices. The hybrid model
performed well in detecting unknown attack
patterns missed by signature-based IDSs and the
approach by integration will be reliable and
efficient as a second layer defense mechanism in an
existing industrial IoT network architecture and will
enhance multiple intrusion detections.

V. CONCLUSIONS
The hybrid ML model represents a viable and

effective solution for threat detection in industrial
IoT systems, offering improved accuracy and
reduced false alarms compared to conventional IDS
methods. This study provides a detailed
performance analysis framework, which can guide
future industrial IoT security implementations.
Future research will focus on optimizing hybrid ML
architectures for low performance metrics for
deployment of resource-constrained industrial IoT
devices, integrating the hybrid machine learning

approach for threat detection, and expanding
evaluation to real-world industrial environments.
Further research work should be considered since
the system simulation was not performed under
heavy workloads and multiple simultaneous attacks.

Fourteen (14) domain expert users carried the
implementation between 30 to 1 hr. simulation
validation to ascertain the threat detection
performance capabilities of the system. The IIoT
system deployment was not done directly on the life
running process plant as this will affect the whole
plant system configurations. The system was
connected to the Instrument Lab apparatus provided
for the industrial IoT systems simulation.
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