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Abstract

Crime prevention and detection are critical challenges for law enforcement globally. With increasing crime
data and advancements in machine learning, predictive algorithms offer a promising solution. Maiduguri
has experienced rising crime rates, yet lacks intelligent systems to aid security efforts. This study aims to
model crime prevention and detection using predictive algorithms, specifically comparing Decision Trees
(DT), Random Forest (RF), and Support Vector Machines (SVM). A quantitative approach was adopted,
with data collected from Maiduguri security agencies and online sources. The algorithms were analyzed
using Python, evaluating performance via accuracy, precision, recall, and F1-score. Results showed DT
and RF excelled: DT achieved perfect scores (1.000) across all metrics, while RF scored highly (accuracy:
0.9950, precision: 0.9955, recall: 0.9950, F1-score: 0.9951). In contrast, SVM performed poorly (accuracy:
0.5075, precision: 0.5372, recall: 0.5075, F1-score: 0.4910), highlighting the importance of algorithm
selection. Visualizations of crime frequency by location, time, and victim age distribution further aid law
enforcement in resource allocation and targeted interventions. The study demonstrated that DT and RF are
highly effective for crime prediction in Maiduguri, offering actionable insights for improving public safety.
SVM's limitations suggest it is less suitable for this task, emphasizing the need for appropriate algorithm
choices in crime analytics.
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1.0 Introduction detection and prevention in order to lower crime

. o rates and improve public safety.
Law enforcement and public safety initiatives

must include both crime detection and prevention.

According to Allott et al. (2024), these procedures
entail detecting, dealing with, and reducing
criminal activity in order to safeguard people and
communities. A variety of tactics, tools, and
procedures are needed for efficient crime
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The process of locating and exposing criminal
activity that has already taken place or is now
underway is known as crime detection. The main
objectives are to collect evidence, capture
criminals, and solve cases. Investigation, in
which law enforcement organizations carry out
checks to gather evidence, speak with witnesses,
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and examine crime scenes, is one of the main
components of crime detection. The detection
and prevention of crime through these processes
is time-consuming and frequently marred with
lack of precision and due diligence due to human
error inherent in the entirely manual approach to
crime detection and prevention, which results in
slow rate and inaccurate detection and
prevention. This process frequently involves
forensic analysis, surveillance, and the use of
investigative tools; crime reporting, where victims
and witnesses report crimes to authorities,
providing crucial information that initiates
investigations; and data analysis, which deals
with crime data, including incident reports, arrest
records, and crime statistics, is analyzed to
identify patterns and trends.

One of the most urgent public security issues
today is the sharp increase in urban crime rates,
which has an impact on many aspects of social
sustainability, including employment, livelihood,
healthcare, and education (Zhu et al. 2022). In
order to spend valuable resources and carry out
crime prevention and reduction measures, it is
required to build a predictive model that can
identify high-crime sites and detect patterns in
the occurrence of crime in such places (Kaur &
Saini, 2024).

In most nations the detection of crime is the job
of the police, while certain law enforcement
agencies may be responsible for the discovery of
particular forms of crime (e.g., customs
departments may be entrusted with countering
smuggling and associated offenses). The
identification of a suspect, the finding that a crime
has been committed, and the gathering of
enough evidence to indict the person in court are
the three distinct stages of crime detection. Many
crimes are found and reported by people other
than the police, such as witnesses or victims.
Certain crimes, especially those involving the
consent of a subject (like prostitution or drug
dealing) or those in which there may not be a
victim (like obscenity), are frequently not found
until the authorities actively investigate whether
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they have been committed. Therefore,
problematic techniques (such as electronic
eavesdropping, surveillance, communication
interception, and gang infiltration) are
occasionally needed to discover such crimes
(Allott et al., 2024).

However, according to the United Nations Office
on Drugs and Crime, crime prevention consists of
tactics and policies that aim to lessen the
likelihood of crimes happening as well as their
possible negative impacts on people and society,
such as fear of crime, by addressing their various
causes (UNODC, 2022).

The capital city and metropolis of Maiduguri has
seen a rise in criminal activity as a result of the
long-running insurgency in Borno state. This is
due to a number of factors, including poverty,
overcrowding, and drug usage, among others.
According to Ugwu (2025), the eight most
dangerous areas in Nigeria for security threats
are Port Harcourt, Lagos, Maiduguri, Jos,
Calabar, Kano, Eleme Junction in Rivers State,
and Onitsha. These findings were made by the
research organizaton SB Morgen, SBM,
Intelligence. SBM's results provided important
insights into the nation's security issues by
highlighting important cities and highways that
are vulnerable to theft, attacks, and traffic
dangers. According to the survey, Port Harcourt
is the most dangerous city, with 85% of
occurrences reported, mostly involving violent
crimes like kidnapping and armed robbery. The
research states that Maiduguri came in second
with 52% of the occurrences, which were
primarily brought on by the persistent insurgency
threats.

Similarly, Ibrahim & Mohammed (2021) reported
that Maiduguri, Borno State, is experiencing a
sharp rise in crime. Among other things, they
cited family structure, a lack of social support,
and a lack of economic sources as some of the
causes. According to them, poverty causes
young people to feel weak, frustrated, and
deprived. However, among young people in the
research area, the unemployment rate also
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contributes to criminal activity. Therefore, it is
argued that poverty and crime are linked, and

that this leads to a rise in juvenile criminal activity.

After data collection, it must be cleaned and
formatted for analysis via data cleaning, which

eliminates errors and discrepancies from the data.

Error correction, missing value management,
format standardization, and feature engineering,
which generates pertinent features or variables
that capture significant facets of the data are all
part of this. Derived aspects of the dataset may
include average response times, crime rates by
neighborhood, or trends in seasonal fluctuations
in crime, for example.

The next step is to consider suitable predictive
models and algorithms in order to train and
evaluate them using the prepared data. Machine
learning algorithms are what these models or
algorithms are. Decision trees, random forests,
and support vector machines are examples of
common machine learning algorithms. The time
of day, the location, and the nature of the crime
are all variables to take into account. The
gathered data is divided into training and test
sets once the algorithms have been taken into
account. To make sure the models generalize
effectively to new data, they are trained on the
training set and assessed on the test set.
Following a comparison of the algorithms, the
top-performing one will be taken into account and
suggested for use in predictive policing activities.

When data training is achieved, the model is put
into use in operational settings where it can be
utilized for real-time analysis or integration with
current systems to make predictions.

Since law enforcement agencies must efficiently
prevent crime while managing limited resources,
the rising rates of criminal activity around the
world is of serious concerns. Due to a large
inflow of residents, primarily brought on by the
ongoing insurgency in the Northeast, Maiduguri,
the capital of Borno State has been experiencing
this for a while. Conventional criminal detection
techniques frequently use reactive strategies,
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which take place after crimes have been
committed and have little deterrent effect.
Adopting more proactive and data-driven
solutions is necessary due to the unpredictable
nature of criminal activity and the increasing
complexity of contemporary crime patterns
(Mohler et al., 2015). Through the analysis of
past crime data and the identification of trends
that can predict future crime hotspots, predictive
algorithms powered by machine learning and
artificial intelligence have emerged as promising
methods for forecasting criminal activity (Singh &
Jain, 2020). Nevertheless, there are issues with
data quality, model accuracy, and the potential for
societal biases to be ingrained in predictive
systems when using predictive algorithms for
crime detection and prevention (Chouldechova,
2017). To guarantee that predictive policing is
both efficient and fair, these restrictions must be
addressed despite their potential. In order to
minimize the dangers of algorithmic bias and
guarantee the accuracy of predictions in practical
situations, the challenge at hand is to maximize
the application of predictive algorithms in crime
detection and prevention. To increase public
safety and the effectiveness of law enforcement
operations, prediction models that are precise,
open, and morally sound must be developed.

The study seeks to achieve the prevention and
detection of crimes using predictive algorithms.

Specific objectives to be achieved are to model
crime detection and prevention, analyse
prediction algorithms, compare the performance
of these algorithms, and evaluate the
performance of the proposed model.

Security agencies will benefit from this study after
it is finished because they can utilize the findings
from the study to help them identify and stop
criminal activity in a timely manner. Since
security cannot be left in the hands of a select
few, it can also be employed by individuals,
organizations, and those in positions of
responsibility.
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The ability of machine learning (ML) and deep
learning (DL) approaches to predict and prevent
crimes has been shown in a number of research.
For example, Mandalapu (2023) used ML and DL
algorithms to analyze more than 150 articles in
order to find patterns and trends in the incidence
of crime. The study underlined how crucial it is to
comprehend various patterns and elements
associated with criminal activity in order to create
efficient crime prediction models. The work under
consideration uses machine learning algorithms
to detect and prevent crimes in Maiduguri city

that are primarily committed by criminal elements.

According to Hirithik et al. (2022), crime is one of
the biggest issues facing our society. Therefore,
preventing crime is one of the most vital jobs.
Crime investigations ought to be conducted
methodically. They added that data and crime
sites should be thoroughly examined. As a result,
the analysis helps uncover tendencies in crime
and finds patterns in the inquiry. Their study's
primary goal was to evaluate the efficacy of
criminal investigations. Based on deductions, the
model was designed to identify trends in criminal
activity. The study employed the conclusions
drawn from the crime scenes to demonstrate the
forecast of the culprit. The machine learning
method is thought to be more effective in crime
analysis and prediction.

The machine learning methodology offered
regression  techniques. The classification
processes helped the inquiry reach its objective.
Statistical approaches used in the study included
multi-linear regression and other regression
techniques. Finding a relationship between two
numerical values or variables is made easier with
the use of this technique. This approach
forecasts the values of the dependent variables
based on the independent factors. The accuracy
of the machine learning algorithm in predicting
crimes was lower. In order to classify the
datasets and forecast the crimes with a higher
accuracy rate, a deep learning technique called
the Multi-layer Perceptron algorithm was created.
Nonetheless, the use of predictive algorithms to
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identify and stop crimes is the main goal of this
study.

It has been demonstrated that adding
environmental context to crime prediction models
increases their accuracy. A deep neural network
(DNN) was used in a study by Kang & Kang
(2017) to present a feature-level data fusion
approach that incorporates environmental
context information, including the shattered
windows theory and crime prevention through
environmental design. In forecasting crime
occurrences, the study showed that their DNN
model—which had layers for spatial, temporal,
and environmental context—performed better
than other prediction models. The distinction
between this study and the one being reviewed is
that the former concentrated on crime prediction
using deep neural networks, whereas the latter
used machine learning methods for crime
detection and prevention.

According to EUCPN (2022), several European
police departments, including those in the
Netherlands, Germany, Austria, France, Estonia,
and Romania, are currently using predictive
policing. Other EU nations, like Portugal, Spain,
and Luxembourg, are presently looking at the
potential applications of predictive policing.
Predictive policing is currently mostly employed
to stop auto theft and home invasions. The
Netherlands is considered a pioneer in this area
since it was the first nation to implement
predictive policing nationwide. Pickpocketing,
auto burglaries, violent crimes, business
burglaries, and bicycle theft are now included in
its Crime Anticipation System (CAS), which was
first designed to target so-called high impact
crimes including muggings, robberies, and
domestic burglaries. It integrates socioeconomic
and demographic information from three sources:
the Central Bureau of Statistics of the
Netherlands, the Municipal Administration, and
the Central Crime Database. Heat maps, which
map out regions of higher crime risk and
ultimately inform policing measures, are one way
that data is presented. In Germany, Precobs
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primarily uses historical data, typically from the
previous five years, to target house burglaries.
Predictive policing is used in France and Austria
to identify auto and home burglaries. Austria
makes use of historical crime data, including
information on the type of offense, time, place,
modus operandi, and location. A thematic
dashboard that displays offenses, hotspots,
statistics, reports, and preventative measures
serves as an example of the output. The input in
France includes filed complaints, past crime data,
and the geolocations of car theft and burglaries
during the previous seven to ten years. In the
near future, data might include national statistics
and meteorological information. The result is
shown on a map with a gradient from blue to red
that shows the likelihood of an offense. Estonia is
unique in that it uses predictive policing to
forecast crimes based on people, places, and
events. Data about past crimes (kind, time, and
location), border crossings (place, time, migration
status, and associated documents), and
unnatural fatalities (drug-related, road accidents,
and homicides) are all included in the input.
Predictive policing is used in Romania to forecast
both person- and area-based crimes. As can be
seen, the study under review aims to implement
an ML-enabled system for crime detection and
prevention in Maiduguri, Nigeria, while this
review provides insight into the different ways
and locations where Al has been used for crime
detection, prevention, and control across some
European countries.

The use of intelligent decision-support systems to
prevent crime has also been investigated. Li et al.
(2010) suggested a methodology for identifying
and analyzing crime trend patterns from temporal
crime activity data that is based on a fuzzy self-
organizing map (FSOM) network. In order to find
latent causal-effect knowledge that can help
police administrators create more effective law
enforcement tactics, the study emphasized the
usage of a rule extraction algorithm. The work
under evaluation wused machine Ilearning
techniques for crime identification and prevention,
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whereas Li et al. (2010) used self-organizing
maps.

Increasing the accuracy of crime prediction has
largely depended on the integration of multiple
data sources and the application of sophisticated
predictive models. The application of machine
learning and computer vision techniques to help
police officers detect, prevent, and solve crimes
more precisely and swiftly was detailed in a
research by Shah et al. (2021). In a similar vein,
Annie et al. (2022) emphasized the significance
of keeping an appropriate crime database and
applying machine learning (ML) techniques such
as K-Nearest Neighbour (KNN) for the prediction
and prevention of crime data. While this work
considered predictive machine algorithms for
crime detection and prevention, the study
reviewed here used machine vision algorithms
and also maintained crime data prevention
utilizing some machine learning approaches.

Predictive algorithms for crime prevention and
detection have advanced, however there are still
a number of issues. The completeness and
quality of the data used can have an impact on
how accurate crime prediction models are.
Furthermore, because criminal activity is dynamic,
the models must be updated and improved on a
regular basis. By investigating novel approaches
to improve the efficacy of predictive algorithms in
crime detection and prevention, this work
attempts to address these issues.

According to Saltos & Cocea (2017), the rise in
crime data collection and data analytics led to the
development of research methodologies that
seek to learn from crime records in order to
better comprehend criminal behavior and,
eventually, deter future crimes. There are fewer
methods that concentrate on crime prediction
models, even though many of these methods
used clustering and association rule mining
techniques. In their work, they investigated
models for forecasting the frequency of anti-
social behavior crimes and a number of other
crime types by LSOA code (Lower Layer Super
Output Areas), an administrative system of areas
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utilized by the UK police. Three algorithms from
three distinct approach categories—decision
trees, regression, and instance-based learning—
were employed. Before preprocessing, the data,
which came from the UK police, had more than
600,000 records. The findings, which examined
both processing time and prediction ability,
showed that decision trees (the M5P algorithm)
may be utilized to accurately forecast both
antisocial behavior and the overall frequency of
crimes.

An analysis of the research on predictive
algorithms for crime detection and prevention
shows how crucial it is becoming to use data-
driven strategies to improve law enforcement's
capacity. Artificial intelligence (Al), machine
learning (ML), and data mining techniques are
used by predictive algorithms to find trends,
predict crime, and efficiently distribute resources.
An outline of significant research and
contributions in this area can be seen below.

Algorithms that can analyze vast volumes of data,
spot trends, and highlight irregularities that can
point to illegal activity are used in Al-driven crime
detection systems. Van Brakel and De Hert (2011)
claimed that artificial intelligence (Al) systems in
law enforcement have developed from
straightforward  rule-based  systems  to
sophisticated predictive models that can carry out
tasks including spotting fraud, spotting
cybercrime, and highlighting questionable activity
in surveillance footage. Real-time decision-
making is made possible by Al, which also
lessens the workload for law enforcement officers.

Algorithms  for machine learning (ML) are
frequently used to identify trends in crime and
find irregularities in big datasets. Unsupervised
learning methods like clustering and anomaly
detection can be used to spot suspicious activity
in networks of financial transactions and
cybercrime activity, according to a study by
Akoglu, Tong, and Koutra (2015). Outliers or
patterns that deviate from expected norms are
flagged for additional research by these
algorithms.
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Additionally, natural language processing (NLP)
has been applied to crime detection in domains
including social media threat analysis and online
criminal activity identification. A study by Samtani
et al. (2016) found that Al systems with natural
language processing (NLP) capabilities can
examine posts on social media, online forums,
and the dark web to identify conversations about
illegal activities like cybercrime, terrorism, and
human trafficking. Large volumes of unstructured
data can be sorted through by these Al models to
find terms or phrases associated with illegal
activity.

Actually, one of the most prominent applications
of Al in crime prevention is predictive policing. Al
is used in predictive policing to forecast future
criminal activity by analyzing past crime data. Al
models are able to forecast the probable location,
time, and kind of crimes (Perry et al., 2013). This
data-driven strategy aids law enforcement in
efficiently allocating resources and taking
preventative action before crimes occur. The
authors did, however, also express concern
about biases in Al models that use past crime
data, which have the potential to exacerbate
already-existing policing inequities.

Al is essential for identifying cybercrimes, such
as financial fraud, identity theft, and hacking. In
order to identify patterns of malicious activity in
network data, Berman et al. (2019) emphasized
the use of artificial intelligence (Al) techniques
like support vector machines (SVM), decision
trees, and deep learning. According to the study,
artificial intelligence (Al) has the potential to
enhance intrusion detection systems (IDS) by
automatically adjusting to novel attack types and
detecting unknown threats in real-time.

Once more, Al has transformed fraud detection,
especially in the financial services and banking
industries. Kou et al. (2014) investigated how Al
systems identify fraudulent transactions using
classification methods like random forests and
logistic regression. These technologies are able
to anticipate and stop fraud in real time by
examining transaction histories and behavioral
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patterns. Al-based fraud detection has decreased
the incidence of financial crimes and identity theft
while also assisting businesses in minimizing
losses.

Furthermore, law enforcement organizations are
using Al-powered facial recognition technology
more frequently for crime prevention and
detection. Al-based facial recognition systems
can identify suspects by comparing photos from
crime scenes with those in databases, according
to Jain, Ross, and Nandakumar (2011). Although
the application of Al to facial recognition has
been commended for increasing the accuracy of
identification, privacy issues and potential abuse
of this technology have also been brought up.

Although there are still a number of research and
knowledge gaps, the study offers a strong basis
for applying predictive algorithms in crime
prevention and detection. These include the
absence of precise datasets, the dearth of
research specifically addressing this topic, the
city of Maiduguri, and the failure to use improved
machine learning models. Predictive models in
law enforcement can be made far more effective
and applicable by filling these gaps using cutting-
edge machine learning techniques, real-time
systems, integration of external data, ethical
considerations, and longitudinal study. Future
studies can help create more precise, equitable,
and useful crime prediction systems that
enhance public safety and guide preventative
measures by addressing these gaps.

2.3 Data Collection

Gathering pertinent crime data from several
sources is the initial stage in putting predictive
algorithms into practice. The completeness and
quality of the data are critical to the performance
of any predictive model.

2.3.1 Data kinds: These include demographics,
crime kinds and severity, weather, economic
indicators, time series data (such as timestamps),
and geolocation data (crime sites). In conclusion,
the information gathered was based on the kind
of crime, the time of day it was committed, and
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2.0 Materials and Methods
2.1 Introduction

The general methodology for the study is
quantitative research. Data used for the study
was sourced from the security agencies within
Maiduguri. An online dataset source, Kaggle, was
also accessed and the data gotten was
compared to the one gotten from the security
agencies, because of the similarity that exists
between the datasets. This study adopts a
supervised learning approach. Appropriate crime
predicting models and algorithms like decision
trees, support vector machines and random
forest are selected for the implementation of the
study. This methodology is divided into several
key phases, each focusing on critical steps
required to analyse and evaluate predictive
algorithms in the context of crime detection and
prevention.

2.2 Research Design

The study uses supervised machine learning
techniqgues and applied quantitative design.
Adopting, analyzing, and assessing predictive
algorithms that may identify trends in criminal
activity and project future crimes based on
historical data is the main objective. The following
will be involved in the implementation:

(1) Data collection and preprocessing

(i) Model selection and training

(ii1) Evaluation and validation

(iv) Deployment and monitoring

the place where it was perpetrated. These data,
which covered a number of vyears, are
comparable to the data collected inside the
boundaries of the city of Maiduguri.

2.3.2 Preprocessing Data: This entails feature
extraction, encoding categorical variables, and
cleaning the data (managing missing values,
eliminating outliers).

2.4 Exploratory Data Analysis (EDA)

In order to find important patterns, trends, and
correlations that could guide the selection of
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predictive models, EDA entails comprehending
the dataset through statistical analysis and
visualization.

2.5 Model Selection

The effectiveness of the study depends on
selecting the appropriate model for forecasting
crime trends. The following methods will be used
in the models, which will be based on machine
learning and predictive analytics techniques:

2.5.1 Classification Models

(i) Decision trees and random forests: To
categorize regions according to the probability of
criminal activity.

(ii) Support Vector Machines (SVM): To
differentiate high-risk and low-risk criminal areas
using hyperplanes.

2.6 Model Training and Testing

Training the predictive algorithms with the
gathered crime data comes next, when the right
models have been chosen.

Training Data: 80% of the dataset will be used for
training the models.

Testing Data: 20% of the remaining dataset will
be reserved for testing and evaluating the
model’'s performance.

Cross-Validation: During model training, k-fold
cross-validation will be used to prevent overfitting
and making sure the model performs well when
applied to unknown data.

2.7 Feature Engineering

Feature engineering methods will be used to
enhance the predictive algorithms' performance.
This entails developing fresh features that extract
more details from the unprocessed data. Among
the examples are

(i) Crime Recency, which measures how recently
a comparable crime has happened in the same
location.

(i) Crime Frequency: The frequency with which
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specific crimes take place in a given location.
(i) Socioeconomic  Features: Linking
socioeconomic indices like income,
unemployment, or educational attainment to
crime statistics.

2.8 Model Evaluation Metrics

Depending on the model type (classification,
regression, etc.), performance will be measured
using a variety of indicators to gauge how
effective the prediction algorithms are. Typical
evaluation metrics consist of:

(i) Accuracy: The proportion of accurate forecasts.

(i) Accuracy and Memory: For assessing false
positives and false negatives in the prediction of
criminal activity.

(i) F1-Score: An equilibrium between recall and
precision.

2.9 Methods for Implementing the Research:
Program Development and Tools

() Python: For statistical analysis, data
preprocessing, and machine learning model
implementation.

(i) Machine learning and data analysis libraries:
Scikit-learn, Pandas, Numpy, and Matplotlib.

3.0 Results and Discussions
3.1 Introduction

This section presents the results obtained from
the study. The data analyzed here was obtained
from the training and testing of the dataset. Thus,
results are presented, followed by concise
discussions as derived from the analyses.

3.2 Dataset

There are 20 columns in the dataset, which
includes both numerical and category variables.
Nevertheless, some of the columns appear
unnecessary, and some have missing values.
Given that the study uses a supervised learning
methodology, the "AREA NAME" target column—
which shows the location of the crime is used to
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direct security personnel's attention. Because it is
a category feature, it can be used for tasks
involving the classification of crimes. Additional
columns utilized in the research include:

(). DR_NO: Each criminal report is uniquely
identified by its DR_NO.

(ii). Date Rptd: The date that the offense was
reported is known as the Rptd.

(iii). DATE OCC: The day the offense was
committed. Like "Date Rptd," this is a
characteristic that is related to time.

(iv). TIME OCC: The moment the offense was
committed. This is a temporal feature as well.
(v). Rpt Dist No: The number of the reporting
district. Despite being a categorized feature, this
one is more frequently utilized as a feature.

(vi). Crm Cd Desc: The crime's description. The
sort of crime is described in this categorized
column.

(vii). Vict Age: The victim's age.

(viii). Vict Sex: The victim's sex.

(ix). Premis Desc: The description of the location
where the crime was committed is known as the
premis desc.

(x). Weapon Used Cd: The weapon's code that
was utilized.

(xi). Weapon Description: The weapon's
description. "Weapon Used Cd," for example.

(xii). Description of state: The criminal report's
current state (e.g., "Invest Cont," "Adult Arrest").
(xiii). LOCATION: The place where the offense
was committed.

(xiv). Cross Street: The intersection at which the
crime was committed.

(xv). LAT: The crime scene's latitude.
(xvi). LON: The murder scene's longitude.

3.2.1 lllustrations from the Dataset Training

The following graphical illustrations are deduced
from the analysis of the dataset.

(i). Dataset Features

This highlights the most significant features in the
dataset. It is represented on figure 1.

Top 10 Feature Importances

Vvict Sex

Premis Desc

AREA NAME

TIME OCC

Feature

Rpt Dist No

LAT

LON

vict Age

Crm Cd Desc

o]
Q
o]
0
]
w

Figure 1: Top Features from the Dataset

The top ten features in the models are ranked in
this bar chart, which also illustrates the relative
contributions of each feature to the prediction of
"Status Desc." This suggests that features with
the highest scores influence classification
choices the most. Furthermore, if an unexpected
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Importance Score

trait has a high ranking, it can point to unnoticed
trends in the data. It is possible to reduce the
model without sacrificing accuracy by eliminating
features that are of very little value.

(ii). Crime Frequency Areas
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This bar chart displays the number of crimes
reported in different police areas. It is shown in

figure 2.

100 +

Class Distribution of AREA NAME

Frequency

SArea Mame

Figure 2: Chart of Crime Frequency Areas

According to this analysis, high crime locations might look into local characteristics (such as
can benefit from increased police attention or population density or economic conditions) that
community safety initiatives. If crimes are might be to blame for these crimes.

concentrated in particular places, authorities
(iii). Crime Occurrence by Time of Day

This histogram shows how crime is distributed
throughout the day based on the "TIME OCC"
column. It is represented on figure 3.

Crime Occurrence by Time of Day

200
175
150
125

100

Crime Count

75

50

25

o 500 1000 1500 2000
Time (Z24-hour format)

o

Figure 3: Time of Crime Occurrence Chart
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This indicates that if crimes are evenly distributed,
it implies that crimes happen regularly at all times,
and if there is a spike at specific hours (such as

iv). Victim Age Distribution

Count
o
Q

Figure 4: Victim’s Age Distribution

This implies that preventive actions can be
customized for a certain age group if they are
more regularly targeted. While a skewed
distribution  might reflect susceptibility in
particular age groups (e.g., younger or older
people), a normal distribution implies that crime
affects all ages equally.

3.2.2 Models Evaluation

Machine learning algorithms adopted and used in
this study are random forest, decision tress and

late at night or early in the morning), law
enforcement can modify patrol schedules
accordingly.

This histogram shows the age distribution of
crime victims. Itis shown in figure 4.

Victoim Age Listribution

support vector machines. There evaluation for
effectiveness is based on accuracy, precision,
recal and F1. These are shown in the
representations below.

(i) Accuracy: It  determines  the
proportion of occurrences that are
correctly classified to all instances.
For this investigation, it is displayed
in figure 5.

Model Comparison - Accuracy

1.0

Accuracy

Decision Tree

Figure 5: Accuracy Evaluation
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(ii). Precision: It calculates the percentage of
optimistic forecasts that come true. This study's
figure 6 illustrates that.

Model Comparison - Precision

1.0

Precision

Decision Tree Random Forest
rModel

Figure 6: Precision Evaluation

(iii). Recall Evaluation: Also referred to as locate all pertinent positive examples. For the
sensitivity, this assesses the model's capacity to study in question, it is displayed in figure 7.

Model Comparison - Recall

Recall

Decision Tree FPRandom Forest
rModel

Figure 7: Recall Evaluation

(iv). F1 Score: When working with unbalanced balances the significance of precision and recall
datasets, this statistic is thought to be superior to by computing the harmonic mean of the two. It is
accuracy. It provides a single statistic that represented in figure 8.
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Model Comparison - Fl-Score

FLScore

Figure 8: F1-Score Evaluation

These are comparatively represented on a

tabular as shown on table 1.
Table 1: Comparative Models Evaluation

Randornm Forest
rodel

Accuracy Precision Recall F1-Score
Decision Trees 1.0000 1.0000 1.0000 1.0000
Random Forest | 0.9950 0.9955 0.9950 0.9951
Support  Vector | 0.5075 0.5372 0.5075 0.4910
Machines

3.3 Discussions of the Results
3.3.1 Dataset Overview

(i) There are 20 columns in the dataset, which
include both numerical and category information.
'AREA NAME', the target column for this study,
provides the location of the offense. This
characteristic is appropriate for classification jobs
because it is categorical.

(i) A number of columns, including text elements
(e.g., LOCATION, Cross Street), temporal
features (e.g., Date Rptd, DATE OCC, TIME
OCC), and unique identifiers (e.g., DR_NO),
were determined to be unrelated or inappropriate
for the target column.
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(i) Several columns were identified as possible
target columns for various categorization tasks,
including Weapon Desc (weapon description),
Premis Desc (premises description), and Crm Cd
Desc (crime description).

3.3.2 Dataset Training and Visualizations
(iy Top Features from the Dataset

The dataset's top features are displayed in a bar
chart in Figure 1. A bar chart shows the ten most
crucial characteristics for 'Status Desc' prediction.
High-importance features have a big influence on
classification choices. By eliminating low-
importance elements, this aids in uncovering
hidden patterns and streamlines the model.

(i) Crime Frequency Areas
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The number of offenses recorded in various
police locations is displayed in a bar chart in
Figure 2. High crime rates may necessitate
increased police presence or community safety
initiatives. Authorities can look into local elements
that contribute to crime with the use of this
graphic.

(i) Crime Occurrence by Time of Day

Figure 3 is a histogram that displays how crimes
are distributed throughout the day. Law
enforcement might modify patrol schedules if
crimes increase during specific times of the day,
such as late at night or early in the morning. It
implies that crimes happen regularly at all times if
they are spread equally.

(i) Accuracy

Figure 5 shows the accuracy assessments of
models. Perfect accuracy (1.0000) was attained
by Decision Trees, Random Forest (0.9950), and
SVM (0.5075). This suggests that SVM performs
badly in accurately identifying cases, whereas
Decision Trees and Random Forest are very
effective.

(ii) Precision

Figure 6 demonstrates the machine learning
models' precision evaluation. Random Forest
(0.9955), SVM (0.5372), and Decision Trees
once more attained perfect precision (1.0000).
Decision Trees and Random Forest perform
exceptionally well in terms of precision, which
quantifies the percentage of positive predictions
that are accurate.

3.3.4 Comparative Models Evaluation

Table 1 summarizes the performance of the three
models across all metrics as:

(i) Decision Trees: Perfect scores across all
metrics (1.0000).

(i) Random Forest: Very high scores, slightly
below perfect (0.9950 accuracy, 0.9955 precision,
0.9950 recall, 0.9951 F1-Score).
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(iv)Victim Age Distribution

A histogram illustrating the age distribution of
crime victims may be found in Figure 4.
Preventive actions can be customized for a
specific age group if they are more commonly
targeted. While a skewed distribution might show
susceptibility in particular age groups, a normal
distribution implies that crime affects all ages
equally.

3.3.3 Models Evaluation

Three machine learning algorithms; Support
Vector Machines (SVM), Random Forest, and
Decision Trees were assessed. Accuracy,
precision, recall, and F1-score were the
evaluation criteria that were employed.

(iii) Recall

Figure 7 indicates the models' recall evaluation
metric. SVM (0.5075), Random Forest (0.9950),
and Decision Trees (1.0000) all had perfect recall.
Decision Trees and Random Forest perform
incredibly well when it comes to recall, which
gauges the model's capacity to recognize all
pertinent good instances.

(iv) F1-Score

Figure 8 shows the evaluations of the F-1 Score
models. A perfect F1-Score of 1.0000 was
attained by Decision Trees, Random Forest
(0.9951), and SVM (0.4910). An improved
statistic for unbalanced datasets is the F1-Score,
which strikes a balance between precision and
recall. Random Forest and Decision Trees are
obviously better in this area.

(iif) Support Vector Machines: Poor performance
across all metrics (0.5075 accuracy, 0.5372
precision, 0.5075 recall, 0.4910 F1-Score).

It is evident that:

(@) Random Forest and Decision Trees both
perform exceptionally well on this crime
classification job, with Decision Trees attaining
flawless results on every criterion.
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(b) Support Vector Machines' poor performance
indicates that they might not be appropriate for
this kind of task or dataset.

(c) The visualizations offer insightful information
on crime trends, including high-crime regions,
crime incidence times, and victim age distribution,
which can guide law enforcement tactics and
preventative initiatives.

It can be inferred from these representations that:

1. Because of their excellent accuracy and
resilience, decision trees or random forests
should be chosen for this classification
assignment when choosing a model in such
situations.

2. Low-importance features can be eliminated in
feature engineering to make the model simpler
without sacrificing accuracy.

3. Insights from the visualizations can assist
authorities in better allocating resources for
efficient and informed law enforcement methods,
such as stepping up patrols during peak crime
hours or focusing preventive efforts on
susceptible age groups.

4.0 Summary, Conclusion and
Recommendations
4.1 Summary

In order to assess crime data and forecast
outcomes related to crime, the study investigated
the use of machine learning techniques. The
target column, "AREA NAME," which provides
the location of the crime, is one of 20 columns in
the dataset used in the study. It includes both
categorical and numerical information. Using a
supervised learning methodology, the study
focuses on categorization tasks to forecast
crime-related outcomes including location, crime

41.3 Feature Importance

By eliminating low-importance elements without
sacrificing accuracy, the study was able to
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type, and crime status. Metrics including
accuracy, precision, recall, and F1-Score were
used to assess the performance of a number of
machine learning methods, including support
vector machines (SVM), decision trees, and
random forests. Additionally, the report featured
visualizations that shed light on crime trends,
including victim’s age, time of crime, and crime
frequency by area of occurrence.

Major findings from the study are:
411 Model Performance

(i) All evaluation measures (accuracy, precision,
recall, and F1-Score of 1.0000) showed excellent
performance for decision trees.

(i) With slightly below-perfect scores (accuracy:
0.9950, precision: 0.9955, recall: 0.9950, F1
Score:  0.9951), Random Forest likewise
demonstrated remarkable performance.

(ii) Support vector machines (SVM) had
poor performance, scoring low on all metrics (F1-
Score: 0.4910), accuracy: 0.5075, precision:
0.5372, and recall: 0.5075).

41.2 Insights from Visualizations

() Crime Rate by Area: Higher crime rates in
some places point to the need for more law
enforcement or community safety initiatives there.

(ii) Time of Crime Occurrence: Law enforcement
patrol schedules can be influenced by the fact
that crimes typically peak at particular times of
the day, such as late at night or early in the
morning.

(i) Victim Age Distribution: By identifying
susceptible age groups, the age distribution of
crime victims enables the implementation of
focused preventive measures

identify the most important features for predicting
criminal status.

4.2 Conclusion
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The study shows how well machine learning
algorithms, in particular, decision trees and
random forests predict and categorize events
connected to crime. These models' great
accuracy and resilience make them appropriate
for use in actual crime prevention and detection
situations. Law enforcement organizations can
more efficiently allocate resources and put
targeted preventive measures into place with the
aid of the visualizations' insightful information
about crime trends. Support vector machines'
(SVM) subpar performance raises the possibility
that this approach is inappropriate for this kind of
dataset or task, underscoring the significance of
choosing the right models depending on the
data's characteristics and the issue at hand.

4.3 Recommendations

Based on the findings from the study, it is
recommended thus:
4.3.3 Strategies for Law Enforcement

() Law enforcement organizations should
concentrate on high-crime regions, as indicated
by the Crime Frequency by Area visualization, by
stepping up patrols and putting community safety
initiatives into place in order to effectively
coordinate crime prevention efforts throughout
Maiduguri city.

(i) Patrol schedules should be modified to
include more presence during high-crime hours
in accordance with the Time of Crime Occurrence
insights.

4.4 Suggestions for Future Research

Future research in this field should focus on the
following as well:

(i) Examining Alternative Algorithms:
Future research should examine how
well decision trees and random
forests perform in comparison to
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4.3.1 Choosing a Model

() Because of their excellent accuracy and
resilience, decision trees and random forests
ought to be chosen when choosing models for
comparable scenarios.

(i) Because support vector machines (SVM)
fared poorly on all metrics, they should be
avoided for this kind of dataset.

4.3.2 Feature Engineering
For features selection,

() To simplify the model and increase
computational efficiency without compromising
accuracy, low-importance features should be
eliminated.

(ii) To improve model performance, more feature
engineering might be investigated, such as
generating new features from preexisting ones
(such as time-based features from TIME OCC).

(i) The Victim Age Distribution visualization
identifies susceptible age groups that should be
protected by customized preventive interventions.

4.3.4 Quality and Data Collection

(i) Make sure the dataset is updated and cleaned
on a regular basis to maintain good data quality,
as missing or irrelevant data can have a
detrimental effect on model performance. This
will ensure efficient data gathering and quality.

(i) Gather further information that might shed
more light on crime trends, such as
socioeconomic characteristics or meteorological
circumstances.
other machine learning algorithms
like gradient boosting machines
(GBM),  neural networks, or
ensemble methods.

(i) Real-Time Crime Prediction: Create
real-time crime prediction tools that
can give law  enforcement
organizations alerts and insights
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instantly, allowing them to react to
possible crimes more quickly.

(ii) Geospatial Analysis: Use geospatial
analysis methods to map out criminal
hotspots so that law enforcement
resources can be allocated more
precisely.

(iv) Integration with  External Data
Sources: To find more variables that
can affect crime trends, combine the
crime dataset with data from external
sources, such as social media
activity, socioeconomic data, or
weather data.

(v) Explainability and Interpretability: Put
your attention on making machine
learning models more
understandable, especially for law
enforcement organizations. You can
do this by employing strategies like
SHAP (SHapley Additive
exPlanations) or LIME (Local
Interpretable Model-agnostic
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