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Abstract

The rapid expansion of data centers has led to unprecedented energy demands, with

cooling systems accounting for a significant portion of overall power consumption.

Traditional rule-based methods for workload placement and HVAC (Heating,

Ventilation, and Air Conditioning) management often fail to adapt dynamically to

fluctuating workloads and thermal profiles, leading to inefficiencies and increased

operational costs. This paper proposes an AI-driven framework leveraging

reinforcement learning (RL) to jointly optimize workload distribution across servers and

fine-tune cooling parameters in real time. By modeling the data center environment as

a dynamic system, RL agents learn adaptive policies that minimize power usage

effectiveness (PUE) while ensuring service-level agreement (SLA) compliance.

Experimental evaluations using simulation-based workload traces demonstrate that the

proposed RL-based optimization significantly reduces cooling energy consumption

compared to heuristic and static policies, while also improving thermal stability across

server racks. The study highlights the potential of hierarchical or multi-agent RL

architectures to balance competing objectives such as energy efficiency, workload

latency, and operational reliability. This research contributes to sustainable data center

management by advancing the integration of intelligent workload scheduling with

HVAC control, paving the way for greener large-scale computing infrastructures
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Conclusion
This paper presented a novel reinforcement learning (RL) framework that jointly optimizes
workload placement and HVAC control to significantly enhance cooling energy efficiency in
data centers. By leveraging a multi-agent architecture and advanced RL algorithms such as
Proximal Policy Optimization and Deep Q-Networks, the system dynamically adjusts
workload distribution and cooling parameters based on real-time thermal and workload
conditions. The evaluation through simulations demonstrated considerable reductions in
cooling energy consumption, improvements in power usage effectiveness (PUE), and a
more balanced thermal profile that reduces hotspots and hardware stress. Importantly, the
RL framework maintains strict service-level agreement (SLA) compliance during workload
fluctuations, achieving a balance between energy savings and performance reliability. The
comprehensive offline training, combined with simulation-based fine-tuning, ensures safe
and robust policy learning without disrupting live data center operations. The multi-agent
design outperforms single-agent approaches, underscoring the benefit of specialized policy
learning for different control domains. While challenges remain for real-world
deploymentâ??such as handling system heterogeneity and evolving workload
patternsâ??this research lays a strong foundation for integrating AI-driven cooling
optimization into sustainable and resilient data center management. Future work includes
validation in operational environments and integration with renewable energy and demand
response strategies to further reduce environmental impact.
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