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----------------------------------------************************----------------------------------
 

Abstract: 
 

Forecasting is an important method for effective and efficient planning. Forecasting is a 

prediction, projection or estimated level of uncertainty in the future. During the last seven years, the 

number of new student admissions at the XYZ University experienced a graph of ups and downs.Starting 

from 2012 to 2017, the number has always increased but starting in 2018, it has decreased. In this 

research, we will present XYZ University’s New Admissions Model Forecasting by using the ARIMA 

Method (Autoregressive Integrated Moving Average) Forecasting Technique. This research uses the 

academic period of registration as a causal variable and the number of prospective new students as a 

result variable. It is expected that the results of this study can help the XYZ Universityto predict the 

number of new students, also improve and optimize lecture operational services in the following period. 
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----------------------------------------************************----------------------------------

I. INTRODUCTION 

The growth in the number of new students at 

XYZ University - Jakarta has increased from 2012 

to 2016, while in 2017 and 2018 there has been a 

declining trend. With the trend of the number of 

student admissions that are still unstable, a system 

is needed to predict the acceptance level of new 

students for the next period, so that the existence of 

prediction can support the decision making for 

operational activities of lectures. 

To solve the problem, we need to find the best 

Forecasting Model to estimate thenumber of new 

student admissions of XYZ University by using 

Forecasting Techniques. The objective is to be able 

to estimate the number of prospective new students 

which has implications for the readiness of 

resources to improve education operational services 

at XYZ University.  
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To forecast the number of new students at XYZ 

University, we will use Arima forecasting 

techniques. The Arima method is an integration of 

Autoregression with Moving Average. 

 

 
 

Fig. 1Number of New Student Admissions for XYZ University from 2012 to 

2018 

A. Problem Identification 

Based on the problems outlined in the 

background, the following problems can be 

identified in this research:  

1. There is less accurate forecasting model for 

accepting new students, so the current available 

resources are not utilized.  

2. The operational activitiesare disrupted 

especially in the process of lecture scheduling, 

room allocation, and lecturer allocation. 

There will be amount of excess burden on the 

resources that have been prepared especially if there 

is a class cancellation or lecture. 

B. Problem Scope 

From the problems encountered by XYZ 

University in determining the prediction of the 

number of new students, it limits the research as 

follows:  

1. This research focuses on the results of the 

admission of new undergraduate students from 

2012 to 2018 for study programs other than 

Mathematics (MA), Architecture (AT) and 

Visual Communication Design (DV) which 

will be processed into a dataset. 

2. This research is to build a Forecasting Model 

of the Number of New Student Admissions at 

XYZ University with Forecasting Techniques. 

 

 

C. Problem Formulation 

Based on the description of the problem 

identification, the authors determined the problem 

formulation is how to make the Forecasting 

Number of New Student Admission Model XYZ 

University with Forecasting Techniques. 

D. Research Purposes 

The purpose of this research is to build a 

Model Forecasting the Number of New Student 

Admissions at XYZ University with Arima 

Forecasting Techniques. 

E. Research Benefits 

The benefits of this research are expected to 

be able to:  

1. Help to predict the number of new students, so 

the prediction results can help improve the 

operational activities of XYZ university. 

2. Prevent the loss of operational activities that 

are not on the target. 

3. Improve the performance of the marketing 

department in terms of innovation to increase 

the number of new students in the next period. 

 

II. THEORETICAL BASIS 

Forecasting is a procedure for making factual 

information about future social situations on the 

basis of information that has been customary about 

policy issues. Forecasts have three main forms: 

projections, predictions, and forecasts [1]: 

1. A projection is a prediction based on 

extrapolation of past and present trends to the 

future. Projections make explicit questions 

based on arguments obtained from certain 

methods and parallel cases. 

2. A prediction is a prediction based on firm 

theoretical assumptions. These assumptions can 

take the form of theoretical law (for example 

the law of a decrease in the value of money), 

theoretical propositions (for example the 

proposition that the breakdown of civil society 

is caused by a gap between expectations and 

abilities), or analogies (eg analogies between 

the growth of government organizations and 

the growth of biological organisms). 

http://www.ijctjournal.org/
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3. A conjecture is a prediction based on 

informative or expert judgment about the future 

situation of society. 

A. Forecasting Category 

Forecasting is usually based on the future 

time horizon that it covers. The time horizon is 

divided into several categories [1] : 

1. Short-term forecasting 

This forecast includes a period of up to 1 year 

but is generally less than 3 months.This 

forecast is usually used to plan purchases, work 

scheduling, sales, the number of workers, job 

assignments, and production levels. 

2. Medium-term forecasting 

This forecast generally includes a monthly 

count of up to 3 years. This forecast is useful 

for planning sales, planning and production 

budgets, cash budgets, and analyzing various 

operating plans. 

3. Long-term forecasting 

Generally for planning periods of 3 years or 

more. Long term permalan is used to plan new 

products, capital expenditure, location or 

facility development, and research and 

development (R&D). 

B. Forecasting Steps 

Good forecasting is forecasting that is done 

by following the steps or procedures for good 

preparation. Basically there are three important 

forecasting steps, namely [2]: 

1. Analyzing past data. This analysis is done by 

making tabulations from past data. With this 

tabulation you can find out the pattern of the 

data. 

2. Determine the method used. Project past data 

using the method used, and consider several 

factors for change. 

C. Forecasting Technique 

Based on the technique used to predict the 

prediction can be divided into two parts, qualitative 

prediction and quantitative prediction [3]. 

1. Qualitative predictions 

Qualitative predictions are based on qualitative 

data from the past. Qualitative methods are 

used if past data from the variable to be 

predicted are absent, insufficient or less 

reliable. The results of predictions made are 

very dependent on the individuals who 

compose them. This is important because the 

prediction results are determined based on 

judgmental thoughts or opinions, knowledge 

and experiences of the constituents. Therefore 

this qualitative method is also called 

judgmental, sudjective, intuitive. 

2. Quantitative predictions 

Quantitative predictions are based on 

quantitative data from the past. The results of 

predictions made depend on the method used in 

the prediction. With different methods different 

predictions will be obtained. The thing to note 

from the use of these methods is whether the 

method used and is determined from the 

deviation between the predicted results with the 

reality that occurs. A good method is a method 

that gives the values of differences or possible 

deviations. Quantitative forecasting can be 

applied if there are 3 of the following 

conditions [3]: 

a. Information about other conditions.  

b. This information can be quantified in the 

form of data..  

c. It can be assumed that past patterns will 

be sustainable in the future. 

The general procedure used in quantitative 

forecasting is [3]: 

a. Determine the purpose of forecasting 

b. Determine what elements to predict 

c. Determine the time horizon of 

forecasting (short, medium or long term) 

d. Determine forecasting models 

e. Collect data needed to make forecasting 

f. Validate forecasting models and apply 

forecasting results 

D. Types and Forecasting Patterns 

An important step in choosing an appropriate 

time series method is to consider the type of data 

pattern, so that the most appropriate method with 

the pattern can be tested. Data patterns can be 

divided into four types, namely [1] :  

1. Horizontal Data Pattern 

This data pattern occurs when the data 

fluctuates around the average value. A product 
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whose sales have not increased or decreased 

over a period of time including this type.  

 
Fig. 2  Horizontal Data Pattern 

2. Trend Data Pattern 

This data pattern occurs whenever there is a 

long-term secular increase or decrease in the 

data.  

 
Fig. 3Tren Data Pattern 

3. Seasonal Data Pattern 

This data pattern occurs when a series is 

influenced by seasonal factors (for example a 

quarter of a particular year, month or days of a 

particular week).  

 
Fig. 4Seasonal Data Pattern 

4. Cyclied Data Pattern 

This data pattern occurs when the data is 

affected by long-term economic fluctuations 

such as those related to the business cycle.  

 
Fig. 5  Cyclied Data Pattern 

E. Forecasting Accuracy Measurement 

Forecasting models that are carried out are 

then validated using added indicators. The 

indicators commonly used are [4] : 

1. Mean Absolute Deviation,  

2. Mean Square Error,  

3. Mean Absolute Percentage Error, 

4. Tracking Signal,  

5. Moving Range 

F. Mean Absolute Deviation (MAD) 

Themethod for forecasting methods 

evaluation uses the sum of absolute errors. The 

Mean Absolute Deviation (MAD) measures the 

accuracy of the forecast by averaging the alleged 

error (the absolute value of each error). MAD is 

useful when measuring forecast errors in the same 

unit as the original series [4] 

G. Mean Square Eror (MSE) 

Mean Squared Error (MSE) is another method 

for evaluating forecasting methods. Each error or 

remainder is squared. Then added up and added to 

the number of observations. This approach manages 

large forecasting errors because they are squared. 

The method produces moderate errors which are 

probably better for small mistakes, but sometimes 

make a big difference [4]. 

H. Mean Absolute Percentage Eror (MAPE) 

Mean Absolute Percentage Error (MAPE) is 

calculated using absolute errors in each period 

divided by the real observed value for that period. 

Then, average out the absolute percentage error. 

This approach is useful when the size or size of the 

forecast variable is important in evaluating the 

http://www.ijctjournal.org/
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accuracy of the forecast. MAPE indicates how 

much error in predicting compared to the real value 

[4]. 

I. Model Autoregressive   

If the stationary series is a linear function of 

the sequential past values or the present value of the 

series is the weighted average of the past values 

along with the current error, then the equation is 

called the autoregressive model [5]. 

The general form of this model is: 𝑌𝑡 = 𝐴1𝑌𝑡−1 + 𝐴2𝑌𝑡−2 +⋯+ 𝐴𝑝𝑌𝑡−𝑝 + 𝑒𝑡...(I) 
Where: 

Yt= the predicted AR value 

Yt-1, Yt-2, Yt-n  = past value of the relevant series; 

lag value of time series. 

Ap  = coefficient 

et  = residuals; error that explains the effect of 

variables that are not explained by the 

model, forecasting errors with features as 

before. 

The number of past values used (p) in the AR 

model shows the level of this model. If only a past 

value is used, it is called the first-level 

autoregressive model and is denoted by AR. For 

this model to be stationary, the number of 

coefficients of the autoregressive model(∑ 𝑏𝑖)𝑛𝑖=1  

must always be less than 1. This is a necessary 

condition, not sufficient, because there are still 

other conditions needed to guarantee stationarity. 

J. ModelMoving Average 

If the stationary series is a linear function of 

sequential forecasting and past forecast errors, the 

equation is called the moving average model [5]. 

The general form of this model is: 𝑌𝑡 = 𝑒𝑡 −𝑊1𝑒𝑡−1 −𝑊2𝑒𝑡−2 −⋯−𝑊𝑞𝑒𝑡−𝑞 ..(2.11) 

Where: 

Yt = the predicted MA value 

W1,2,q = constants; coefficient or weight 

et = residuals; error which explains the effect 

of variables not explained by the model. 

It appears that Yt is a weighted average of 

errors of n periods backwards. The number of errors 

used in this equation (q) marks the level of the 

moving average model. If the model used two past 

mistakes, it is called the level 2 average model and 

is denoted as MA. 

 

Almost every exponential smoothing model is 

in principle equivalent to this model. For this model 

to be stationary, a necessary (not sufficient) 

condition, called invertibility condition, is that the 

number of model coefficients (∑ 𝑤𝑖)𝑛𝑖=1 is always 

less than 1. This means that if it goes back to the 

role of the error getting smaller. If this condition is 

not fulfilled, mistakes that go back even more play 

a role. 

The MA model predicts the value of Yt based 

on a combination of past linear errors (lag), while 

the AR model shows Yt as a linear function of a 

number of previous actual Yt values. 

K. Arima Model 

The ARIMA (Autregressive Integrated 

Moving Average) method is a forecasting method 

that does not use theories or influences between 

variables as in the regression model, thus the 

ARIMA method does not require an explanation of 

which variables are dependent and independent. 

This method does not require breaking patterns into 

trend, seasonal, cyclical or irregular components as 

in time series data in general. This method purely 

predicts based only on historical data. It is almost 

impossible to implement ARIMA manually. 

Besides known by the name of ARIMA, this 

method is popularly known as the Box-Jenkins 

method, because it was developed by two US 

statisticians, namely G.E.P Box and G. Jenkins in 

1970. 

The autoregressive integrated moving average 

(ARIMA) model is a class of linear models that are 

capable of processing stationary and non-stationary 

time series data. Keep in mind that stationary 

processes depend on a fixed level and non-

stationary processes do not have a constant natural 

average level. The ARIMA model does not involve 

independent variables in its processing. Instead, 

they use information in the series itself to produce 

estimates. For example the ARIMA model for 

monthly sales will project historical sales patterns 

to produce estimated sales next month. The 

ARIMA model relies heavily on autocorrelation 

patterns in data [5]. 

The time series model used is based on the 

assumption that the time series data is stationary, 

http://www.ijctjournal.org/
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meaning that the average variant (σ2) of a time 
series data is constant. But as we know that many 

time series data in economics are not stationary, but 

rather integrated. If the integrated time series data 

with order 1 is called I (1) it means the first 

differencing. If the series goes through the 

differencing process as many times as d can be 

made stationary, then the series is said to be non-

stationary homogeneous level d. Often stationary 

random processes cannot be properly explained by 

the moving average model alone or autoregressive, 

because they contain both. Therefore, the 

combination of the two models, called the 

Autregressive Integrated Moving Average 

(ARIMA) model can more effectively explain the 

process [5]. 

In this combined model the stationary series is 

a function of the past value and the present value 

and past error. 

The general form of this model is: 𝑌𝑡 = 𝐴1𝑌𝑡−1 + 𝐴2𝑌𝑡−2 + 𝐴𝑝𝑌𝑡−𝑝 −𝑊1𝑒𝑡−1 −𝑊2𝑒𝑡−2 −⋯−𝑊𝑞𝑒𝑡−𝑞 

Where: 

Yt  = stationary series value 

Yt-1, Yt-2   = past value of the relevant sereies 

et-1, et-2   = independent variables which are 

lags of residuals 

W1, Wq, A1, Ap = model coefficient 

 

L. Data Mining 

Data mining is a process that uses statistical 

techniques, mathematics, artificial intelligence, and 

machine learning to extract and identify useful 

information and related knowledge from various 

large databases. The term data mining has a nature 

as a scientific discipline whose main purpose is to 

find, explore, or mine knowledge from the data or 

information that we have. Data mining, often also 

referred to as Knowledge Discovery in Database 

(KDD). KDD is an activity that includes the 

collection, use of data, historical to find regularities, 

patterns or relationships in large data sets [6]. 

 
Fig. 6  Data Mining Steps 

 

III. METHODOLOGY AND RESEARCH 

DESIGN 

A. Research Methods 

In this study will apply forecasting techniques 

with the Autoregressive Integrated Moving Average 

(ARIMA) method to determine the number of 

students in the next period. The dataset used in this 

study is the data of new student admissions in the 

period of 2012 to 2017 period equipped with 

registration date parameters, this dataset will be 

used as a database for forecasting the number of 

new students and then for test data is the data of 

new students in the 2018 period. 

Based on the intent and scope of this study, 

this study was conducted using forecasting 

techniques with the Integrated Moving Average 

Autoregressive Method (ARIMA). This method is 

carried out by researchers by testing the dataset 

which later the results of this study will produce a 

prediction of the number of new students in the next 

period. 

B. Data Collection Methods 

In this study the data is taken using primary 

data by restoring data from the server and can 

directly query to form a dataset that will be used as 

a source or research database. 
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IJCT 

International Journal of Computer Techniques -– Volume X Issue X, Year 

ISSN :2394-2231                                        http://www.ijctjournal.org Page 7 

Set Parameter

Database Server

Data Source

Database Backup

Database Restore

Preprocesing

Dataset

End

Preprocessing

Data Testing

Data Training

Start

 
Fig. 7  Data Collection 

C. Proposed Model 

In this study the authors propose using the 

Autoregressive Integrated Moving Average 

(ARIMA) method. 
Data

Preprocesing

Dataset

ARIMA

Set Parameter/Atribute

Final Result

MAD

MSD

MAPE

Forecasting

Eror

 
Fig. 8  Proposed Model 

D. Data Processing 

Authors do a direct query on the source 

database marketing and then do the preparation. 
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Fig. 9  Data Processing 

IV. DISCUSSION AND RESEARCH 

RESULTS  

The following are the stages of 

implementation carried out in the study. 

Data Plot
Identifikasi 

ModelData

The Best 

Model

ForecastingTestingPrototype Forecast Apps

2

3

6

4

57

1

 
Fig. 10  Research Implementation 

The stages of research implementation can be 

described as follows: 

1. The process of Knowledge Discovery Database 

(KDD)  

In this step is carried out a query process to 

prepare time series data which is used as the 

basis for forecasting the number of new student 

admissions. 

 

http://www.ijctjournal.org/


IJCT 

International Journal of Computer Techniques -– Volume X Issue X, Year 

ISSN :2394-2231                                        http://www.ijctjournal.org Page 8 

2. Data Plot 

The first step that must be done is to plot the 

original data, from the plot can be seen whether 

the data is stationary. If the data is not 

stationary in the mean it is necessary to do a 

differencing process. In this stage, data 

distribution is also processed, whether 

distributed normally or not. 

3. Model Identification 

After stationary data in the mean and variance 

the next step is to look at the ACF and PACF 

plots. From the ACF (autocorrelation function) 

and PACF (partial autocorrelation function) 

plots, several possible models that are suitable 

to be modeled can be identified. 

4. Estimation and Model Selection 

After successfully establishing several possible 

models that are suitable and estimating the 

parameters. Then the significance coefficient is 

tested. If the coefficient of the model is not 

significant, then the model is not suitable for 

forecasting. 

The things that need to be considered in taking 

the model are as follows: 

a. The model should be as simple as possible. 

In the sense of containing as few parameters 

as possible, so that the model is more stable. 

b. In comparing models, always choose the 

model with the highest accuracy, which is 

the one that gives the smallest error. 

5. Forecasting 

At this stage a prediction or forecasting process 

is done from the model that is considered the 

best and can be predicted in the next few 

periods. 

6. Model Testing 

From the results of the forecasting will be 

calculated the value of Mean Absolute 

Percentage Error (MAPE), Mean Absolute 

Deviation (MAD) and Mean Squared Deviation 

(MSD). 

7. Application Prototype 

The design of the prototype application as a 

basis for the application development process 

Forecasting the Number of New Students of 

XYZ University with Forecasting Techniques. 

8. Application Development 

The final process in this implementation is the 

development of the XYZ 

UniversityForecasting Number of New Student 

Application applications with Forecasting 

Techniques. 

The steps in applying the ARIMA method are 

as follows identification of the model, estimating 

the parameters of the model, checking the diagnosis 

and applying the model for forecasting[7]. 

Formulate a General Model & 

Data Stasioner Test

Tentatif Model Identification

Parameter Model Estimation

Diagnostic Test (Is The Model 

suitable?)

Use of Forecasting Models

 
Fig. 11Arima Steps 

A. Knowledge Discovery Database 

 In this study the process of determining the 

dataset is done by database query. 

Basic Data

Duplicate Data 

Duplication Filter

Basic Data Left Join 

Re-registration

Admission Database 2012 - 2014

Admission Database 2014 - 2016

Admission Database 2016 - Current

Kalbisphere Database (Main Database of XYZ 

University Lecture Operations)

Student Data Count 

Per Month Based on 

Re-Registration

Data Normalization

Data for Forecasting 

Processing

 
Fig. 12  Data Processing Stages 

After obtaining a time series dataset the 

number of new admissions for the 2013 to 2018 

period. Then the time series data will be tested 

according to the steps below. 
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Fig. 13  Dataset Tests 

B. Data Normalization Test 

The data normalization test in this study was 

first carried out through a distribution test with the 

Kolmigorov-smirnov test to find out whether the 

data distribution was normal or not.. 

Basic provisions for decision making are 

based on probability if the probability value> 0.05 

then the population is normally distributed and if 

the probability value <= 0.05 then the population is 

not normally distributed. With the time series data 

on the admission of new students in the period 2013 

to 2018 shows that the value of Asymp. Sig. (2-

tailed) is greater than 0.05. Because the Asymp 

value. Sig. (2-tailed) is greater than 0.05, it can be 

concluded that the time series data for new student 

admissions in the period 2013 to 2018 are normally 

distributed [8]. 

 
Fig. 14  Kolmogorov 

To test the stationarity of various tests using 

Box-Cox Transformation, the data is said to be 

stationary if the value of the Rounded Value is 1.00. 

 
Fig. 15  Box-Cox 

Furthermore, the autocorrelation test is 

performed to test whether in the linear regression 

model there is a correlation between the error of 

interruption in the t period with the error of the 

previous t period. After concluding stationary data 

the correlation test was performed using Pearson 

Correlation and Durbin Watson. 

1. Pearson Correlation  

Basis of Decision Making: 

o If the significance value <0.05, then it is 

correlated. 

o If the significance value> 0.05, then it does 

not correlate. 

Degree of Relationship: 

o Pearson Correlation value 0,00 to 0.20 = no 

correlation 

o Pearson Correlation value 0.21 to 0.40 = 

weak correlation 

o Pearson Correlation value 0.41 to 0.60 = 

moderate correlation 

o Pearson Correlation value 0.61 to 0.80 = 

strong correlation 

o Pearson Correlation value 0.81 to 1.00 = 

perfect correlation 

 
Fig. 16  Pearson Correlation 

2. Durbin Watson  

Basis of Decision Making: 

o If du <DW <4 - du means there is no 

autocorrelation problem 

http://www.ijctjournal.org/
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o If du <= DW <= du or 4-du> = DW> = 4-dl, 

no conclusions can be drawn. 

o If DW <dl or DW> 4-dl then there is 

autocorrelation 

The following results of the correlation test 

with Durbin Watson with the SPSS application 

The amount of N data (amount of data) is 90 

with a DW value of 1,184, according to the 

Durbin Watson table reference the du value is 

1.61 and the dl value is 1.70. then from the 

results above it can be concluded that there is no 

autocorrelation problem and the data is 

autocorrelation. 

 
Fig. 17 ACF Durbin Watson 

C. Defferenching 

At the differenching stage to perform the 

stationarity of the data against the average range 

because in the ACF pattern there are still some lags 

coming out of the confidence interval, so the 

defferenching process needs to be done so that the 

data can be stationary against the average range. 

For the results of differenching plot ACF and PACF 

can be seen as shown below. [7] 

 
Fig. 18  ACF Diff-1 

 
Fig. 19  PACF Diff-1 

D. Residual Test 

At this residual test stage, it is used to 

determine whether time series data can be used to 

determine the process of forecasting the number of 

new students. Residual is the difference between 

the predicted value and the actual observed value if 

the data used is sample data. From the residual test 

it can be concluded that the time series data in table 

4.9 has a deviation value of 2.37%, with this value 

the time series data can be used for forecasting 

modeling with the ARIMA Method. 

E. Arima Model Selection 

The selection of the Arima model is based on 

time series data on the number of new student 

enrollments for the period 2013 to 2018. The 

process of identifying the Arima model used is 

Model (1,1,0), Model (0,1,1) and Model (1,1,1) , 

with this model, processing with Minitab 

application is done by finding the P value that is 

close to 0 (zero). Following are the time series data 

test results for the number of new students enrolled 

for the period 2013 to 2018 by using the Minitab 

application.  

Model (1,1,0), namely the Autoregressive 

value: 1, Difference: 1, Moving Avarage: 0 based 

on time series data on the number of new student 

enrollments for the period 2013 to 2018. 

 
Fig. 20  Arima (1,1,0) 

http://www.ijctjournal.org/
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The P value in the Autoregressive order has a 

value of 0.029, which means that the value is not 

significant for any alpha. So the Arima model 

(1,1,0) cannot be used for forecasting. 

Model (0,1,1), namely with Autoregressive 

value: 0, Difference: 1, Moving Avarage: 1 based 

on time series data on the number of new students 

enrolled for the period 2013 to 2018. 

 
Fig. 21  Arima (0,0,1) 

The P value on Moving Average has a value of 

0,000 which is already significant in any alpha, so 

this model can be used for forecasting. 

Model (1,1,1), namely the Autoregressive 

value: 1, Difference: 1, Moving Avarage: 1 based 

on time series data on the number of new students 

enrolled for the period 2013 to 2018. 

 
Fig. 22  Arima (1,1,1) 

The P value in Autoregressive has a value of 

0,000 and the Moving Avarage has a value of 

0,000, both parameters are significant at any alpha, 

which means that this model is the most suitable for 

forecasting time series data for the number of new 

students enrolled in the period 2013 to 2018. 

F. Modeling 

The model that will be used in forecasting 

calculations is Model (1,1,1) because it has a P 

value with Autoregressive = 0,000 and MA = 0,000 

and both Autoregressive and Moving Avarage 

values are significant. 

 
Fig. 23  Forecast Result 

For forecasting results for the next 15 periods 

or 2018 new student admissions are predicted to be 

565 new students when compared to the original 

data of new student admissions are 454 new 

students. 2018 forecasting results with data on the 

admission of new students for the period 2013 to 

2017 experienced a difference of 24.44%. 

G. Application Prototype 

In this study the Arima application was 

developed using the PHP programming language 

and with a MySQL database. 

- Application Login: 

Login access to the Forecasting Application 

Number of New Students is still limited to 

Admin Login, not yet equipped with access 

rights for each menu. To login the application 

has remainedder if the password or username is 

incorrect. 

 
Fig. 24Application Login 
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- Dashboard Page: 

On the dashboard page this application displays 

data on the number of new students per period 

in the form of tables and graphs. 

 
Fig. 25  Dashboard Page 

- Generate Forecasting : 

This menu is used to generate Forecasting the 

Number of New Students by Generating it will 

display the Results of the Application and 

Analysis of MSD, MAD and MAPE. 

 
Fig. 26  Generate Forecasting 

V. CONCLUSIONS 

Some conclusions that can be obtained from 

the research that has been done are as follows: 

1. The forecast deviation rate for the number of 

new students for the 2018 period based on time 

series data for new student admissions in 2013 

to 2017 reaches 24.4% with actual data. 

2. The Arima method is suitable for forecasting 

time series data with an accuracy rate of 75.6%, 

this accuracy rate is better than the Linear 

Regression method 62%, SMOreg 43%, 

Gausian Processes 37%, and Random Forest 

58%. 

3. There is data that has not been normally 

distributed in the 2012 time series data. 

 

Suggestions 

In this study there are limitations to the 

problem and there are still many shortcomings in 

the system that has been developed in this study. 

Some things that can be used as a reference or 

consideration in further research, namely: 

1. The research is still focused on the admission 

data for new undergraduate students, so that 

further research can also be done for master 

and associate’s degree levels. 

2. In future research, it can be done by adding 

parameters in the time series data which can 

increase the level of accuracy. 

3. There is still a lot of data entry that is not in 

accordance with the applicable procedures so 

that the data is not normally distributed, so in 

the future there needs to be an improvement in 

terms of data entry according to the procedure, 

and a validated system should be built to avoid 

this.. 
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